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ABSTRACT

Optical fibres have been used for developing variety of sensing configurations for monitoring a wide range of parameters. This thesis presents the design, construction and characterisation of a new type of single-transducer optical fibre Weigh-In-Motion (WIM) sensor. The sensor is based on an extended (long) fibre optic Fabry-Pérot interferometer. The Fabry-Pérot arrangement was chosen for its simplicity, sensitivity, low cost and ease of installation.

A Fabry-Pérot interferometer with sensing length of 300 mm was constructed using an in-fibre Bragg grating as a launching end reflector and gold coating as a far end reflector. The sensing length was configured to operate in the reflection mode. The laboratory characterisation of this system was carried out by embedding the sensing element into an aluminium beam and subjecting it to a variety of periodic central deformation functions, such as sinusoidal and triangular using a non-destructive structural testing machine. The sensor performance was assessed under a controlled environment and the system was analyzed for its repeatability, sensitivity, accuracy, linearity and dynamic sensing limitations.

The viability of this configuration for WIM applications was investigated by installing 4 m long sensors under highway pavements and comparing the sensor outputs with vehicular loads recorded by commercially available WIM system, CULWAY.

This vehicle induced lateral distortion in the pavement-sublayer stretches the embedded sensing segment and produces optical phase shifts in the sensing fibre. The sensor outputs optical phase shifts in terms of intensity modulations known as interferometric fringes. This sensor responds to changes in the strain fields of the pavement sublayers, rather than absolute axle loads. Thus to a gross level, the overall fringe counts are linearly proportional with the aggregate axle load for each vehicle.
This single-transducer fibre optic WIM sensor is capable of estimating truck weights within error margins of 10 to 15% for all types of axle configurations. Systematic errors arise in the “fringe-per-tonne” calibration factor due to the variety of axle configurations. A method of correcting the gross fringe counts based on the differences in the FFPI response to the pavement compression and relaxation is discussed and offers the potential of reducing these uncertainties to ~ 6 to 8%.

This performance is comparable to other commercially available fibre and non-fibre WIM systems based on a single-transducer design. However, this sensor is simple to fabricate, easy to install, and economic for mass production. This preliminary study shows its potential for WIM sensing. Also, additional investigation of the responses of single-transducer and multiple-transducer sensor configurations embedded into pavements and other structures would reveal suitability of this system for other generic applications.
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CHAPTER 1

INTRODUCTION
1.1 Motivation

The increasing reliance by national economies around the world on road-based heavy freight transportation has spurred the development of ground-breaking technologies for road, vehicle and traffic management systems. Various internationally coordinated efforts, such as ‘WAVE’ (Weigh-in-motion of Axles and Vehicles for Europe) and COST323 (European Co-operation in the Field of Scientific and Technical Research) undertaken by CORDIS (Community Research and Development Information Service), are developing integrated and “intelligent” freight transport networks. The new technologies, such as systems for weighing vehicles in motion (Weigh-In-Motion), automatic traffic monitoring, real-time assessment of damage to pavement and road infrastructure, law enforcement and safety, may lead to appropriate cost recovery from heavy transportation.

This thesis addresses particular applications of optical fibre strain sensing technology which may play a critical role in implementing these new “intelligent” transportation systems. In particular, this investigation seeks to evaluate the viability and applicability of a single-transducer fibre optic Fabry-Pérot sensor in two specific applications expected to be of prime importance in intelligent highway systems:

(a) **Weigh-In-Motion (WIM) sensing** - The real-time automated measurement of the weight of a vehicle travelling at various speeds (75–100 km/h) along a section of carriageway overlying the sensor. This approach contrasts with cumbersome and labour-intensive static vehicular weighing systems such as weigh-bridges and wheel-pads, which currently dominate vehicular testing sites.

(b) **Embedded strain sensing** - The use of fibre optic sensors strategically placed within large civil structures such as highway bridges, tunnels and road pavements to monitor their physical state in real-time. This is expected to provide significant safety, economic and engineering advantages over current approaches such as periodic visual inspection and external mechanical testing.
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WIM sensors may also find applications elsewhere in the transport industry. WIM data helps to estimate traffic loads on pavements (e.g. tonnes/day), design pavements and analyse the role of dynamic forces in road damage mechanisms. In various geographical regions, WIM research facilitates the creation of appropriate transport policies to manage the performance of highway systems, regulate the design of vehicles and permissible loads and implement safety and legal standards.

WIM sensors have been available in one form or another for approximately 30 years. Most currently available WIM systems operate automatically and return instantaneous vehicular data collected either by surface-mounted or embedded transducers within the road structures. They have the ability to provide information regarding axle configuration, axle group weights, vehicle speed and the weight of moving vehicles. The majority of WIM sensors rely on electrical transducers, which experience problems inherent in most electrical sensors, such as susceptibility to humidity and water, corrosion, electromagnetic interference and resistance losses due to long cable lengths. For these reasons, and because of advances in optical fibre technology in recent years, several studies have recognised that optical fibre WIM sensors may perform better than electrical WIM sensors, both economically (installation, reliability and maintenance) and physically (sensitivity, accuracy, precision and consistency). Therefore the current project adopts this novel approach of using an optical fibre sensing configuration for WIM applications.

All WIM systems, except those employing surface-mounted transducers, monitor vehicle-induced changes in pavement materials using transducers embedded into the pavement infrastructure. Embedded transducers are a key enabling technology that permits the development of advanced traffic monitoring systems and other structural sensing applications. Structural sensing is an important technology in its own right with significant benefits in the transport arena; for example, early warning of internal damage to a bridge or tunnel is possible by appropriate instrumentation. Economic benefits are gained by reducing the frequency of detailed periodic inspections of these structures. For example, in the USA, there are presently over

Chapter 1 - Introduction
four million highway bridges that require periodic inspection. Remote and automated monitoring systems will reduce the enormous amount of resources required for examining structural integrity. This research will also assist others who employ embedded sensing technology to instrument large deformable civil and mechanical structures such as bridges, aircraft and buildings.

An embedded sensor can also return useful indirect measurements of other parameters, such as temperature or strain, that affect the host structure. In other words, embedded sensors provide certain "intelligence" to the structure and allow detection of any structural variations. Prevention of non-restorable structural damage is possible by applying an equivalent force to oppose the induced variations. This counteractive force can be generated with the help of an appropriate sensor-actuator feedback mechanism. These structures can react to the applied perturbations and are known as "Smart Structures". The embedded WIM sensor developed during this study has gathered information about pavement deformations. The same sensor may also be utilised to acquire data related to deformations in other structures.

In all dynamic sensing systems, including the systems to be evaluated in this project, the issue of dynamic calibration is of significant interest to researchers. Unlike static vehicular weight sensors, which are calibrated regularly with static weights, WIM sensors respond differently to the same gross vehicular weight under different dynamic loading conditions. The main reason is that most WIM sensors, including those in this project, are embedded in road sublayers so that the pavement, compacted clay and gravel are integral components of the transducer. One important consequence of this is that the sublayer deformations due to each axle extend for some distance in front of, and behind the axle, depending on installation depth, so that the embedded sensing element interacts with multiple axles simultaneously as they pass over the sensor. For this reason alone, even in the absence of other nonlinear or inelastic pavement characteristics, this device is likely to be sensitive to variations in axle load configurations, vehicular speeds, tyre and suspension characteristics, vehicle bouncing, and sub-pavement conditions near the sensor element. These characteristics complicate the task of sensor calibration and have the
potential to impact negatively on the repeatability of the sensor and hence the accuracy of its calibration.

Since optical fibre WIM sensing is a gradually developing technology, investigations of interactions between various pavement materials, dynamic forces and transducer configurations are required. A full understanding of new sensors will aid in the design and installation of future WIM systems, both electrical and optical. Therefore, the design, construction and characterisation of a new type of optical fibre WIM sensing system are of interest.

1.2 Aims and Objectives

In this project, the primary aim is to design and construct a single-transducer fibre optic sensor, and assess its viability and applicability for Weigh-in-Motion applications. These aims required investigation of each of the following issues and objectives.

(a) Sensor Design and Construction
The present research adopts a well-studied interferometric configuration - the Fibre Fabry-Pérot Interferometer.
- Literature review of WIM and optical fibre sensors.
- Review of Fibre Fabry-Pérot Interferometer (FFPI) configurations.
- Fabrication of the FFPI.
- Construction of the sensing element.
- Assembly of optical to electrical conversion circuitry.
- Automation of the sensor and design of data analysis software.

(b) Intrinsic Performance and Limitations of the Sensor
This stage of the research assessed the viability of the sensor under controlled laboratory conditions.
- Embedding of the sensing element into a test structure (aluminium beam).
• Design and perform a series of experiments in the laboratory using a universal testing machine.
• Assessment of the potential of the sensor for structural sensing applications.

(c) Performance and Calibration of Fibre Optic WIM Sensors
This phase of the research assessed the viability of the sensor for WIM applications.
• Modification of the sensing system for field trials.
• Installation of the sensor into pavement structures.
• Recording of truck data.
• Calibration of the sensor.
• Estimation of the pavement response.

1.3 Overview of the Thesis
This project involves study of various technologies such as optical fibre sensors, in-fibre Bragg grating fabrication processes, conventional weigh-in-motion configurations, newly-evolved fibre optic weigh-in-motion systems and pavement dynamics.

The proposed sensing system employs a fibre Fabry-Pérot sensing configuration in reflection mode. The background literature of optical fibre sensing technology and a theoretical overview of fibre Fabry-Pérot interferometers is described in Chapter 2. Commercial WIM sensing techniques, their performance and emerging optical fibre technology for WIM are also described. The intrinsic optical Fabry-Pérot cavity was constructed by fabricating an in-fibre Bragg grating at the launching-end and a metal coating at the far-end of an optical fibre. A brief review of various fabrication processes for writing in-fibre Bragg gratings is also presented. The reflectivities of the fibre grating and the mirror were specially chosen, on the basis of a Fourier analysis described in Chapter 2, so that the Fabry-Pérot interferometer would produce quasi-sinusoidal output fringes with maximal amplitude of the fundamental harmonic.
The gratings employed during this project were fabricated using a prism interferometry technique (Chapter 3). The optical output obtained from the sensor was converted to an electrical signal using a photodiode circuit including a transimpedance amplifier and filtering components. Sensor theory and estimation of the total fringe counts have also been discussed.

The sensor data were collected using a general purpose PC data acquisition card and was processed and saved by a dedicated program written in National Instrument’s LabView 4.1. The construction details of the laboratory and field sensing systems were discussed in Chapter 4. This chapter also explains the theoretical sensor behaviour of the laboratory and field versions.

An optical fibre Fabry-Pérot strain sensor was embedded into an aluminium beam structure which was subjected to lateral bending with controlled waveforms using an Instron 8501 Universal Testing Machine. By monitoring the sensor output under different deformations, the frequency limitations, linearity and repeatability were mapped over a useful operating range. From this information, an assessment of the viability of this sensor has been made for general embedded structural sensing (described in Chapter 4).

Optical fibre Fabry-Pérot strain sensors were embedded in the sub-pavement layers beneath a single traffic lane of a highway, enabling the outputs to be monitored as heavy vehicles passed over the sensing region. The field version of the sensing system was calibrated by comparing its output with commercially available WIM systems such as CULWAY and static weight bridge Electronic Mass Unit (EMU). Primarily, performance aspects such as linearity and repeatability were assessed. Investigation of the non-linear calibration artefacts that depend on axle configuration, arising in the response of a distributed pavement to applied loads is also of importance (Chapter 5).

The major outcomes of this project, the concluding remarks and future directions are presented in Chapter 6. The proposed WIM system is based on a single sensing element (single-transducer). It is possible to construct a system with multiple sensing
elements (multiple-transducer) that averages the errors due to vehicle bouncing and improve the sensor accuracy. In this concluding chapter, the multiplexing scheme for two or more sensing elements is proposed as future work.
CHAPTER – 2

OPTICAL FIBRES
FOR
WEIGH-IN-MOTION:
A REVIEW
2.1. Introduction

Given the numerous advantages and inherent adaptability of fibre optic sensors, it is logical to use fibre optic technology in the development of weigh-in-motion (WIM) sensors. Surprisingly, perhaps, given the established nature of fibre optic technology in general and fibre optic sensors in particular, relatively few papers have been published specifically on the subject of fibre optic WIM sensors.

A brief overview of fibre optic sensing technology is presented in Section 2.2. Section 2.3 describes various fibre optic interferometric configurations employed for sensing applications. The theoretical and design considerations of various fibre Fabry-Perot configurations are also discussed. An introduction to in-fibre Bragg gratings, an essential component used during the construction of the Fabry-Perot sensing element in this project, is presented in Section 2.4. Recent research on conventional WIM technologies, their limitations and efforts to overcome these limitations by adopting innovative approaches to manufacture a new type of fibre optic WIM system, is reviewed in Sections 2.5 and 2.6. To date, the major optical fibre properties that have been explored for WIM applications are polarisation, optical phase variations and modal power distribution. Section 2.7 highlights the need for new types of WIM sensing principles and proposes the improved configuration which is investigated in this thesis.

2.2. Fibre Optic Sensing Technology

Fibre optic sensing systems have been developed to monitor various measurands like, strain, temperature, pressure, flow, proximity and level. Sensing devices have been deployed for industrial process control or in non-industrial situations such as automobiles, medicine, aeronautics and consumer electronics. The development and demand of a sensing system depends on the nature of the application and the measurand to be sensed. The overlapping boundaries of industrial requirements and the evolution in sensing technique decides the market trend in the sensor industry. The initial interest in the development of fibre optic sensing technology was restricted by the nature of the worldwide sensor market. However, the fibre sensor
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market has grown gradually for non-specific sensing solutions. The current market for optical fibre based sensing systems has been reported to be in the region of US$ 550 million and is expected to reach more than US$ 50 billion by 200830.

Many fibre optic sensing principles were adopted from advancements in telecommunications31. Indeed the components used for developing fibre optic sensors are also from telecommunications. For example, in-fibre Bragg gratings were initially deployed in optical telecommunication networks due to their wavelength-coded multiplexing potential. However, by monitoring the measurand-induced shift in the Bragg wavelength, a grating can serve as a sensing element32. Couplers33, utilised mainly for dividing or combining optical signals for optical fibre information systems, may be used in interferometric sensors for splitting and combining optical beams. Single mode optical fibres are ideal for interferometric sensors34 as they allow guidance of an interference pattern directly along a fibre. Doped optical fibres were developed for amplifying communication signals in the optical domain thereby overcoming bottlenecks introduced from the conversion of optical signals into electrical signals and vice versa. These doped fibres have a temperature dependence of absorption or fluorescence35 that may be used for temperature sensing applications36. Moreover, there are technologies developed explicitly for sensor applications, such as small diameter fibre for fibre gyroscopes, silicone-rubber fibres for weigh-in-motion37, high-Verdet constant (magnetic glass) for magnetic field sensing38, and special doped fibres for temperature sensing35. The main advantages of optical fibres, for use as sensors, are discussed in the next section.

2.2.1. Advantages of Optical Fibres for Sensing Technology

An overview of fibre optic sensing technology15 documents the steady growth of the field in the past few decades, which has resulted in several hundreds of sensors and working principles/configurations34,39. Optical fibre sensors offer the following advantages over conventional electrical sensing systems.

• Immunity to electromagnetic interference
• Chemically inert - useful in medical and chemical applications
• Capability to be multiplexed
• Non-intrusive nature (non-electrical, negligible ignition risk)
• Low attenuation, allowing the instrumentation to be situated possibly many kilometres from the sensor.
• Small size, light weight and geometrical flexibility
• Convenient for distributed sensing as well as point sensing
• Ability to perform a wide range of measurements via optical fibre
• Ruggedness and corrosion resistance
• Highly specific and direct nature of many optical measurements, and high speed of response

Emerging fibre optic technologies enable new sensing systems not previously possible. The advantages listed above have increased the popularity of fibre optic sensors in fields such as medical\textsuperscript{40}, chemical\textsuperscript{41} and environmental\textsuperscript{42} sciences to monitor various measurands like temperature\textsuperscript{43}, rotation (gyroscopes)\textsuperscript{44}, electric current and magnetic field\textsuperscript{38,45}.

2.2.2. Optical Fibres for Structural Sensing Applications

With the increasing prevalence of large and complex civil and mechanical structures, such as dams, bridges, buildings, tunnels, aircraft, transport infrastructure and heavy plant equipment, there is a corresponding need to establish controlled monitoring and maintenance regimes to ensure their ongoing viability and safety. Periodic engineering inspections of such structures have been the traditional approach to structural integrity monitoring, but these inspections can return limited data only. The risks of insufficient or inadequate information are two-fold. On one hand, problems can be missed or remain undetectable, particularly when they are buried deep within the structure, leading to unexpected structural failures. On the other hand, attempts to avoid such failures in the face of insufficient data can lead to premature abandonment, replacement or unnecessary and expensive modifications to structures, often using statistically-based assumptions such as “mean time to failure”
calculations. More extensive data can prevent costly mistakes and reduce reliance on statistical methods of structural integrity assurance.

The notion of instrumenting large structures to obtain continuous information about the state of the structure is not new, and structural instrumentation is a very large and diverse branch of engineering. In practice, the construction and performance of virtually every structure is sensed and monitored already to a certain extent; this might be a simple visual observation or a very sophisticated electronic or optoelectronic system. Instrumentation of this kind can be either external or internal to the structure.

More recently, there has been a growing movement towards building "intelligence" within civil structures. The idea here is that the structure can sense changes in its internal state due to environmental or other external loading effects. A control system (computer, microcircuit or the like) attached to the structure assesses these changes, and actuators placed within the structure allow it to respond to these changes. These structures known as "Smart Structures" are enabled by embedded sensors. Presently such smart civil structures are relatively low in number and limited in scope. However, the number of potential applications is great. The major applications of smart structure technologies involve real time or long term health monitoring of structures such as buildings, dams, bridges, aerospace components and highways.

In addition to monitoring the integrity or state of a structure, embedded sensors can return useful information about the everyday operation or environment of the structure. In so doing, embedded sensors can recover indirectly the state of other parameters affecting the host structure. Examples of instrumented structures include a bridge to measure average traffic loads, a tall building for lateral strain measurements that can return data on local wind conditions, and a road to sense weights of vehicles travelling along it.
2.2.3. Optical Fibre Sensing Configurations

Classification of fibre optic sensors is necessary for understanding the requirements of the sensor market and the enabling technology. As discussed in Section 2.2, most of the sensing market is fragmented, and therefore the market outlook is important for developing new sensors for a particular type of application. Although it is difficult to define the boundaries of fibre optic sensing configurations, common classifications of fibre optic sensors are based on their functionality, as follows.

(a) The Type of Optical Fibre used in the Sensing Element - Optical fibre sensors can be classified from the type of fibre used, such as multimode, few mode, two mode or single mode sensors. Most commercial fibre optic sensor systems are based on multimode (core diameter 10-50 μm) optical fibres. The large core diameter increases the light gathering capacity of the system allowing the use of low cost light emitting diode (LED) sources and commonly available optical components. These sensing systems offer cost competitiveness with conventional sensors. Few moded and two moded sensors are based on the statistical redistribution of the measurand induced modal interference within the fibre. On the other hand, single mode (fibre core diameter, ~ 5 μm) sensors have received considerable attention for developing interferometric systems.

(b) The Construction Mechanism of the Sensing Element - In extrinsic or hybrid sensors the light is modulated outside the fibre by the measurand. However, in the case of intrinsic sensors, light modulation takes place inside the optical fibre. The sensor developed during the present project is intrinsic in nature. In extrinsic sensors, the sensing element assembly is developed using miniaturized conventional optical components that are designed to modulate one/many of the properties of the incident light affected by the environmental perturbation. The optical fibre transmits the light to the sensing element, which modulates the light and couples it back along the fibre to the optical detector. In contrast with this mechanism, an intrinsic sensor operates through direct modulation by the
measurand of the light guided inside the fibre in which case light only leaves the fibre at the detector.

(c) The Degree of Localisation - A point sensor is capable of sensing the measurand at one point only. On the other hand, a distributed sensor is designed to monitor various or the same parameter(s) at multiple points. Point sensors, by comparison, respond locally to perturbations at one point in an optical fibre. Detection of structural variations over an extended region is possible by multiplexing several point sensors\textsuperscript{56}. Multiplexed point sensor systems have a suitable signal processing unit to identify the various responses of each point sensor in the network. Moreover, multiplexed point sensors can also be employed for multi-measurand sensing applications where different measurands at each sensor can be monitored separately, eg. pressure at one point and temperature at another point. In so doing, a self-calibrating sensor array can be created which accounts for “cross-sensitivities” at each sensor (for example, where a strain sensor might respond differently at a different temperature). This type of multiplexing, while returning a wealth of data, can be both complex and expensive. Distributed sensors respond to changes along a length of fibre and may be used to instrument an extended region with uniform sensitivity. Some distributed sensors can resolve the measurand at different distances along the sensing fibres, whereas others act to integrate a measurand along the entire sensing fibre to produce a single valued output at any instant. Distributed sensors are based mainly on the principle of time-domain reflectometry, in which optical radar is used to test the continuity of the fibre by monitoring the time domain back-scattered attenuation of a short light-pulse launched in the fibre\textsuperscript{57}. For the present application, it is important that the sensor should detect the passing vehicle irrespective of its lateral position across the width of the road. Therefore, the fibre optic distributed sensing technique, that integrates the effect along the entire sensing length of the fibre, was used. The present sensor may be considered as an extended point sensor or long point sensor.
(d) Optical Transduction Mechanism – The most common optical effects induced in a sensor are intensity changes and path length changes. Most intensity-based fibre sensors employ multimode fibre for greater optical power and better signal-to-noise ratio, and may be realised by exploiting absorption, scattering, bend loss, or some other power coupling mechanism mediated by the measurand. Optical path changes are most commonly exploited in single mode fibre sensors, and can be detected either through time domain methods (not common), or more usefully through an interferometric approach (details in Section 2.3) which makes use of the large path sensitivity permitted by the short wavelength of light. Fibre optic sensors can also act via changes in the mode distribution of the light. These sensors include polarisation-based sensors (polarimeters), spatial mode sensors, sensors based on frequency or wavelength changes in the light (caused for example by Doppler shifts or non-linear effects in the fibre).

To summarise, the sensor investigated in this thesis employs single mode optical fibre as the sensing element and the light is modulated intrinsically to develop an extended/long point sensor with distributed sensing capability. Moreover, the sensor converts optical phase changes induced by the measurand into intensity modulations at the detector.

2.3. Interferometers

2.3.1. Bulk Optic Interferometers

An interferometric arrangement consists of a single monochromatic (coherent) light beam that is then split into two signals that traverse different paths. One arm contains the sensing region and the other is the reference arm. An interference pattern can be obtained by superposition of the sensing and reference beams. This output interference pattern reveals information about induced changes in the sensing arm. As interferometric systems require coherent light, the coherence length of the source becomes an important parameter. Coherence length is the maximum path difference that can be introduced between the two arms of an interferometer before
the phase difference between the recombined beams becomes random. The corresponding temporal period is known as the coherence time.

Consider a sensing arm of length $L$ and assume the refractive index in both arms is $n$. When the sensing arm is unperturbed, the reference and sensing beams have identical phase ($\phi = 2\pi nL/\lambda$) when they recombine and therefore the output intensity is a maximum. When the sensing arm undergoes perturbation, the length mismatch between the reference and sensing arm produces a phase difference ($\Delta\phi$) between the reference and sensing beams, as shown in Figure 2-1, given by

$$\Delta\phi = \frac{2\pi n\Delta L}{\lambda}. \quad (2-1)$$

\[\text{Figure 2-1: Basic concept of interferometry.}\]

The output beams interfere destructively to give minimum intensity at the detector if the phase difference is an odd integer number of $\pi$ (i.e. $\pi$, $3\pi$, $5\pi$…….). On the other hand, constructive interference occurs when the phase difference is an even integer number of $\pi$ (i.e. $0$, $2\pi$, $4\pi$…….) to produce maximum intensity at the detector. The sensitivity function is defined as the rate of change of intensity, and is a maximum at
\[ \pi/2, 3\pi/2, 5\pi/2, \ldots \] and known as the quadrature points as shown in Figure 2-2. The sensitivity falls to zero mid-way between these quadrature points.

There are four basic interferometric configurations (1) Mach-Zehnder, (2) Michelson, (3) Fabry-Pérot and (4) Sagnac. The first three, Mach-Zehnder, Michelson, and low finesse Fabry-Pérot, are two beam configurations. High finesse Fabry-Pérot and Sagnac configurations are examples of multiple reflection interferometers. The bulk optic interferometric principles and arrangements discussed above can be implemented as fibre optic interferometers.

\[ \text{Detector output} \]
\[ \text{Phase difference between reference and sensing arm (radians)} \]

Figure 2-2: Sinusoidal fringe pattern from an interferometer at the detector and the quadrature points. The sensitivity of an interferometer is a maximum at the quadrature points.

2.3.2. Multiple Beam Configurations

Standard optics texts describe the theory of multiple beam interferometers in-depth. In a Sagnac interferometer (Figure 2-3(a)) only one fibre loop is required. One part of an equally split light signal is passed clockwise and the other half of the signal passes counterclockwise through the same fibre loop. When the loop undergoes rotation in either direction, the path length of the signals in the direction of the rotation is elongated and introduces a path difference between the clockwise and counterclockwise signals. This principle is known as the Sagnac effect, and is employed in instruments that detect rotation rate such as gyroscopes. The ring
resonator (Figure 2-3(b)) has a similar working principle and relies on the partial recoupling of light to a recirculating optical path and outputs the superposition of the multiple beams. The analysis of a ring resonator arrangement is more complex than a Fabry-Pérot configuration because the coupler and the fibre loop can not be regarded as lossless. A Fabry-Pérot interferometer (Figure 2-3(c)) consists of an optical cavity formed between two mirrors. Multiple reflections occur between the two reflectors. The output fringe quality depends on the reflectances of the end reflectors. The high mirror reflectances of these configurations allow higher order multiple reflections, and so this configuration has the highest phase sensitivity among all the interferometers.

**Figure 2-3: Multiple-beam fibre interferometric sensing configurations.**

### 2.3.3. Two Beam Configurations

In two-beam interferometers, the reference and sensing arms are physically different and hence possible random perturbations can be reduced by keeping the reference arm under a controlled environment. A Mach-Zehnder interferometer is more
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complex than the Michelson configuration as it uses two optical couplers. However the major advantages of a Mach-Zehnder configuration is a reduction of optical feedback to the source that can induce random changes in its output frequency. On the other hand, two beam configurations based on conventional low-birefringence optical fibres suffer from polarisation-induced fading as a consequence of random fluctuations in the state of polarisation of the two interfering beams. High-birefringence fibres and fibre components may be used instead, but these increase the cost and complexity of the sensing system.

For the Fabry- Pérot configuration with low mirror reflectances, higher order reflections in the cavity can be neglected. In this case, the Fabry- Pérot optical cavity output can be considered as a double-pass interferometer similar to the Michelson. However, instead of two arms as in a Michelson configuration, a Fabry- Pérot with low mirror reflectances offers similar sensitivity using single arm access to the sensing region and allows the source and detector to be accommodated in a single compact unit. Two-beam fibre interferometric configurations are depicted in Figure 2-4.

Figure 2-4: Two-beam fibre interferometric sensing configurations.
2.3.4. Phase Shift Detection Methods

As discussed in Section 2.3.1, the relative phase difference between the reference and sensing arm of an interferometer is represented in terms of the number of fringes. Microscopic changes in the measurand are detectable by locking a fringe at a particular phase and monitoring the sub-fringe-level phase shifts.

Interferometers operating on the sub-fringe accuracy level employ one of a number of methods:

(a) Active Homodyne: The quadrature condition is achieved by introducing a phase modulator in the reference arm which adjusts the phase to achieve the maximum sensitivity of the configuration. This correction which drives the modulator becomes a measure of the optical path length change in the sensing arm.

(b) Passive Homodyne: In this type of phase demodulation two signals with relative phase difference of $\pi/2$ are obtained from the interferometer. Mathematical operations like squaring, addition, cross-multiplication or differentiation can be performed on these two signals using appropriate electronics to determine the phase shift between the reference and sensing beams.

(c) Heterodyne Techniques: In this processing system, the frequency of one of the interfering beams is shifted using an acousto-optic modulator, like a Bragg cell. This introduces a beat between the two interfering beams that can be monitored. Fibre optic interferometers employ methods such as (i) synthetic heterodyne, (ii) pseudo-heterodyne and (iii) quadrature recombination heterodyne.

Interferometers are very sensitive devices and can detect changes of the order of $10^{-14}$ m in the optical path difference between the reference and the sensing beams. The ultimate detectable signal is limited by shot-noise determined by the photodetector. The variation of the minimum detectable displacement and equivalent phase shift as a function of frequency suggests that phase shifts below $10^{-6}$ rad can be
detected at frequencies above 100 Hz while the signal amplitude falls rapidly at low frequencies.

On the other hand, free-running interferometers are usually employed for large operating ranges where the expected phase excursions are much greater than π. Such interferometers can be used for applications in which the total number of fringes is approximately linear with changes in the measurand. A direct readout technique based on 'fringe counting' can be employed. The accuracy of such a system depends on the fringe detection/counting module that recognises a fringe and determines the total number of fringes that occurred during a particular event. For example, in the case of an embedded structural sensor, the total number of fringes that occurred during deformation is proportional to the induced structural variation.

### 2.3.5. Fibre Fabry-Pérot Interferometer (FFPI) Construction

The conventional Fabry-Pérot Interferometer (FPI) is a particularly simple configuration consisting of an optical cavity formed between two partially silvered mirrors. A schematic of a bulk optic FPI configuration is shown in Figure 2-5.

![Figure 2-5: Bulk optic Fabry-Pérot Interferometer (FPI).](image)

A fraction of the light, incident on the input mirror, is reflected towards the source while the remainder is transmitted to the second mirror, whereupon multiple reflections can occur between the mirrors. Optical resonance occurs when the round trip optical path is an integer number of wavelengths. The fraction of light transmitted and reflected from the interferometer and the amount of light stored...
between the mirrors depend on the individual mirror reflectances and losses and on the ratio of the distance between the mirrors to the optical wavelength.

The fibre optic version of a Fabry-Pérot interferometer (Fibre Fabry-Pérot Interferometer, FFPI) can be designed by constructing partially reflecting mirrors butted to cleaved fibre ends or within the fibre core (Figure 2-6).

![Figure 2-6: Fibre optic Fabry-Pérot Interferometer (FFPI) with in-line reflectors.](image)

Early FFPIs were constructed by butting external mirrors to each end of the fibre. Petuchowski et al. described an interferometer consisting of a single mode optical fibre of 40 cm length. They used two dielectric mirrors, with transmittances of 2.6 and 8.3% at 632.8 nm, butted at both ends. These FFPI sensors were bulky and difficult to embed in structures. Therefore, to overcome this problem, FFPI sensors with in-fibre mirrors have been investigated by a number of authors. The process of creating in-fibre mirrors involves cleaving of a fibre, depositing a reflective coating on one of the cleaved fibre ends and splicing this (mirrored) end to the other (non-deposited) cleaved fibre end. Various versions of a FFPI have been constructed using in-fibre reflectors created either by dielectric coatings or metallic coatings. A multilayered dielectric coating was deposited on the optically polished fibre-end using vacuum evaporation techniques. Another method of creating internal mirrors involved sputtering a TiO₂ film onto a cleaved fibre-end. However, once the cleaved ends were coated to form internal mirrors, it is difficult to align the fibre cores for splicing without damaging the coating. Hence, complicated splicing techniques were developed. For example, the TiO₂ coated fibre end was spliced to the other fibre by operating the splicing unit at a much lower arc current. A number of splicing
pulses were used to produce each reflector\textsuperscript{74}. A similar splicing method was used to achieve metallic (silver) coatings\textsuperscript{75}.

It is possible to avoid complexities in the splicing technique and associated losses within the optical cavity by writing Bragg gratings into the fibre core\textsuperscript{78} (in-fibre Bragg grating, IFBG) instead of using internal mirrors. This is attractive since the Bragg gratings are created within the fibre core without damaging the continuity of the fibre.

The fibre Fabry-Pérot interferometer used in the present studies was constructed by writing an in-fibre Bragg grating near one end of an optical fibre, the other end of which was cleaved and sputtered with gold to create the end mirror. This approach avoids the need to fabricate two gratings in one piece of fibre – a difficult task when each grating has to be monitored transmissively during fabrication to tune its reflection spectrum to the desired central wavelength. It is of course possible to splice together two fibre segments containing individual IFBG’s to make the desired optical cavity but the splice introduces potentially serious loss and unwanted reflections.

2.3.6. FFPI Theory

This Section discusses basic FFPI theory necessary for the design of the sensing system. Consider an in-fibre cavity of length $L_{\text{FFPI}}$ formed between two reflectors with reflectances $R_1$ and $R_2$. The effective optical cavity length $L_{\text{FFPI}}$, which determines the resonance condition of the FFPI, is given by integrating the refractive index profile $n(z)$ along the actual fibre length $L$ between the reflectors:

$$L_{\text{FFPI}} = \int_0^L n(z) \, dz$$

$$L_{\text{FFPI}} = nL \quad \text{if } n(z) \text{ is constant.}$$

The resonance of an optical cavity depends on $L_{\text{FFPI}}$ and the wavelength ($\lambda$) of the incident light. The round trip optical phase $\phi$ is the key parameter here (Figure 2-1):
where \( n \) = refractive index of the region between the mirrors (assumed uniform here), and \( \lambda \) = free space optical wavelength.

At resonance, the transmitted light \( (T_i) \) is maximised. Moreover, the light emerging towards the source from within the cavity tends to cancel partially the light directly reflected off the input mirror from the light source and minimises the reflected light. Thus, the light reflected or transmitted from the cavity, on or off resonance, depends on the reflectance \( R_i \) and transmittance \( T_i \) of each mirror \((i = 1, 2)\). The fraction \( A_i \) of light lost by absorption or scattering at each reflection also influences the amount of light reflected and transmitted from the cavity since it can strongly affect the buildup of light within the cavity. For each reflector, conservation of energy demands that:

\[
R_i + T_i + A_i = 1 \quad (i = 1, 2).
\]

The reflectance \( (R_{FP}) \) and the transmittance \( (T_{FP}) \) of the optical cavity is given as follows:\(^{79,80}\):

\[
R_{FP} = \frac{R_1 + R_2 (1 - A_i)^2 + 2 \sqrt{R_1 R_2} (1 - A_i) \cos \phi}{1 + R_1 R_2 + 2 \sqrt{R_1 R_2} \cos \phi}.
\]

\[
T_{FP} = \frac{T_1 T_2}{1 + R_1 R_2 + 2 \sqrt{R_1 R_2} \cos \phi}.
\]

The transfer function of a Fabry-Pérot interferometric configuration is described by the well known Airy function plotted in Figure 2-7 at mirror reflectances 0.1, 0.3, 0.5 and 0.7, in reflection mode.
Figure 2-7: Theoretical plot showing variations in the output intensity of a symmetric Fabry-Perot interferometer in reflection mode as a function of phase difference, for mirror reflectances of 0.7, 0.5, 0.3 and 0.1.

From equations (2-1) and (2-2) it can be shown that the reflectance is a periodic function of the round trip optical phase \( \phi \) with transmission maxima separated by \( \Delta \phi = 2\pi \), which corresponds to a change \( \Delta (n.L) \) in the FFP optical path length of \( \lambda/2 \).

The sharpness of these maxima is described by the finesse \( F \) of the FFP, defined as:

\[
F = \frac{\text{Separation between two consecutive peaks}}{\text{Full width at half maximum}}
\]

For the case \( R = R_1 = R_2 \) (assuming \( R \) is close to 1), the finesse is

\[
F = \frac{\pi \sqrt{R}}{(1-R)}
\]

and therefore \( F \) is large. For reflective and lossless mirrors the value of reflectance, \( R \), is very high (~ 0.99). On the other hand, mirrors with low reflectances are particularly popular for sensing applications. Assuming lossless mirrors with equal reflectances \( R = R_1 = R_2 \) where \( R \ll 1 \), equations (2-5) and (2-6) can be written as:
The value of finesse is undefined for \( R < 0.172 \), and hence the concept of finesse does not apply for Fabry-Pérot interferometers with \( R \ll 1 \). High finesse interferometers are popular for detecting spectral features located precisely in the output fringe pattern. These configurations operate in the extremely high slope region of the fringe pattern and hence these can detect the smallest change in the measurand. However, a complex feedback system is necessary to lock the fringe at the maximum sensitivity to monitor this phase change\(^{51}\). On the other hand, low finesse interferometers offer linear operation over a larger measurand range without complex feedback schemes. Figure 2-7 shows the reflected intensity from a Fabry-Pérot interferometer in the symmetric case (equal mirror reflectances) as a function of the phase difference, and shows the periodic variations ("fringes"). Figure 2-7 shows a narrower fringe pattern for the higher mirror reflectances as compared with almost sinusoidal fringes at lower mirror reflectances.

The Fabry-Pérot interferometric configuration has been demonstrated for monitoring parameters such as temperature, mechanical vibration, acoustic waves, magnetic fields and voltage\(^{74}\). As discussed in Section 2.2.3, the location of the mirrors in the sensing element determines the intrinsic or extrinsic nature of the FFPI sensor. In an extrinsic FFPI configuration, the second reflector forming the sensing cavity is positioned outside the fibre at the end of the extended optical path and it may consist of another fibre\(^ {82}\) or membrane\(^ {83}\) enclosed in a protective sensing head assembly. Extrinsic FFPI etalons are used mainly as surface mounted transducers, for monitoring strain, temperature\(^ {84}\) or acoustic pressure in the structure, and provide better access to the sensing head for repositioning or replacement.

On the other hand, by embedding the sensing element, it is possible to monitor parameters at locations which are not accessible to surface mounted transducers. An intrinsic\(^ {55}\) FFPI is a compact, in-line sensing element that is readily incorporated into
a structure without affecting its integrity. An embedded intrinsic FFPI has been demonstrated for monitoring the condition of concrete bridges\textsuperscript{21}.

A hybrid sensor\textsuperscript{55} has also been demonstrated which combines the best qualities of both intrinsic and extrinsic FFPI sensors. This in-line fibre etalon uses a short segment of silica hollow-core fibre spliced between two sections of single mode fibre to form a mechanically robust optical cavity.

A major problem for all non-fibre conventional embedded sensors is the difficulty of embedding a sensor in the structure itself. To embed a sensor successfully in a concrete, composite or metal, the transducer must withstand the mechanical and thermal stresses experienced during installation. However, silica fibres containing internal dielectric mirrors, to form FFPIs, have excellent mechanical properties and meet such installation requirements\textsuperscript{56}. Also, an optical fibre sensing element provides flexible sensing lengths suitable for installation into various structural geometries.

2.4. In-Fibre Bragg Gratings (IFBG)

2.4.1. Introduction

In-fibre Bragg gratings are created by photo-inducing periodic variations in the refractive index along the core of a photosensitive optical fibre. The use of special photosensitive germanium or boron doped silica fibres enables the production of sufficiently high refractive index perturbations. The photosensitivity can also be generated in standard telecommunication fibres by exposing then to a high pressure hydrogen environment for some period of time prior to the IFBG writing process. Photosensitivity is most efficient in the ultraviolet region of the spectrum. In-fibre Bragg gratings have been used as reflectors to replace mirrors or coatings\textsuperscript{87}. Bragg gratings have advantages over conventional mirrors because of their integration within the fibre (making them relatively simple to include in a fibre optic system, avoiding weak splices and extra reflecting surfaces). Unlike simple reflecting mirrors, in-fibre Bragg gratings have a wavelength-dependent output and hence they can be used efficiently for multiplexing\textsuperscript{88}.  
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2.4.2. Writing Mechanism

Hill et al. in 1978 first reported an IFBG in a germanium doped optical fibre core by coupling highly intense counter-propagating laser beams from an argon ion laser operated at 488 nm or 514.5 nm. In this case, the writing mechanism was shown to be an interaction of two photons, which combine to produce a single photon with combined energy, known as a two-photon process.

The manufacturing of an optical fibre involves a chemical vapour deposition technique. This technique introduces an oxygen-vacant 'defect' absorption band at around 245 nm in GeO₂ doped silica fibre cores. The photons in the region of 245 nm can readily affect Si-Si, Ge-Ge and Si-Ge bonds resulting in a slight reduction of the refractive index of the fibre core.

2.4.3. Fabrication Technology – A Review

The original IFBG fabrication technique (Section 2.4.2) produced periodic perturbations of the refractive index along the length of germanosilicate optical fibres. Using this method, very narrow-band permanent Bragg reflectors with reflectances approaching 100% were formed.

Subsequently, a 'side writing' technique was discovered which uses a two-beam ultraviolet interference pattern to write the grating from the side of an optical fibre. This technique has improved writing efficiency and demonstrated the possibility of producing gratings with an arbitrarily selected Bragg wavelength simply by altering the angle between the two interfering ultraviolet beams. Ultraviolet irradiation is used, as in the earlier approach, corresponding to the oxygen defect band of Ge.

Thus any process that creates an interference pattern, such as a diffraction phase mask or a prism interferometer, can be utilized for 'side writing'. The phase mask technique has the advantage that the Bragg grating periodicity is half that of the phase mask and is insensitive to the angle of incidence of the writing beam. This also
Interferometric optical fibre sensor for highway pavements and civil structures reduces the requirement for mechanical stability of the fibre holding arrangement. However, using a phase mask allows gratings to be written at one Bragg wavelength only defined by the spatial period of the mask and the refractive index. On the other hand, a prism interferometer offers flexibility in producing gratings with an arbitrarily selected Bragg wavelength by adjusting the angle of the incident beam on the prism surface. The present project uses a specially developed prism interferometer method\(^9\), described in Section 3.2. All these IFBG manufacturing techniques use fibre that had the coating removed. However, recently grating writing through the fibre coating at 244 nm and 248 nm\(^{95}\) has been demonstrated.

Initially, fibre gratings were fabricated using Ge-doped fibres\(^{89}\). Later, the use of the hydrogen-loading technique\(^{96}\) allowed the production of photosensitivity in non-doped fibres, by using elevated temperature and high-pressure hydrogen treatment, which diffuses hydrogen molecules into the fibre.

Various IFBG geometries are illustrated in Figure 2-8

(a) Simple Bragg reflector (equally spaced refractive index perturbations)  
(b) Fabry-Pérot interferometer (light resonates between two Bragg reflectors)  
(c) Blazed grating (Bragg reflection is 'tapped' out of fibre)  
(d) Chirped Bragg grating (broad band reflector)

*Figure 2-8: Types of Bragg grating geometries.*

In the case of the simple Bragg reflector shown in Figure 2-8(a), the relationship between the Bragg wavelength (\(\lambda_B = 632.8\) nm in this project) and the periodicity of the interference maxima (\(A\)) is given by
\[ \lambda_B = 2n_{\text{eff}} \Lambda \]  \hspace{1cm} (2-10)

The cavity formed by a pair of such gratings in Figure 2-8(b) can be used as a Fabry-Pérot interferometer. The promising future of Bragg gratings and their application in the sensing area is reviewed in detail in recent works.

2.5. Weigh-In-Motion (WIM) Technology

2.5.1. Introduction to WIM Sensing

Existing WIM sensor systems can be categorised broadly according to their configuration:

(a) Bridge/Culvert Systems\(^{30}\): these take advantage of the deflection in rigid concrete structures under roadways as heavy vehicles pass over them. An existing concrete culvert or bridge is used, or is specially installed under the roadway and instrumented with resistive or capacitive strain gauges, which monitor deflection. On-site data processing allows these systems to distinguish a single axle or groups of axles and spacings and resolve individual axle loads.

(b) Road Surface Sensors\(^{10}\): these sensors consist of a transducer element, usually a capacitive strip, placed temporarily across the traffic lane together with some device (e.g., an interruptible infrared beam sensor\(^{100}\)) which counts axles and measures their spacings. The overall vehicular weight is the sum of the individual axle weights.

(c) Embedded sensors\(^{101}\): the transducer element for these sensors is embedded within or beneath the solid road pavement to detect pavement and sub-pavement deflection as vehicles pass overhead. It may be configured as a distributed or point-by-point sensor.

WIM sensors offer a convenient and suitable means of gathering statistical and specific vehicular load data, which can be used for\(^{102-105}\):
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- Planning and programming transportation facilities;
- Vehicle safety and compliance with vehicle weight regulations;
- Development of geometric design standards for pavements;
- Compliance and regulatory policy development of truck dimensions;
- Traffic operation and control and analysis related to highway bridges;
- Identifying road damage mechanisms, pavement design and rehabilitation;
- Determining the response of a road to vehicle load;
- Study of spatial repeatability of dynamic tyre forces.

2.5.2. Classification of WIM Sensors

Existing WIM sensors can be classified as either infrared, capacitive, piezoelectric and fibre optic. These systems monitor rapid load changes when each truck axle passes over the sensing region, which typically is configured as a strip extending across the entire vehicle lane. For surface mounted sensors, the sensing region is a narrow strip, of several centimetres width, perpendicular to the direction of vehicular motion, while sensors embedded at depth respond to vehicular loads over a region which can be many metres wide.

(a) Infrared Axle Detectors

Total vehicular weight is obtained by summing the individual axle weights; in the case of narrow strip sensors this is straightforward as each axle load is easily distinguished. For sensors with a less localised response area, axle weights may be determined by post processing the sensor data by using axle detector data obtained separately, for example, via an interruptable infrared beam. In this manner, it is possible to detect, count, weigh and classify moving heavy vehicles. Infrared axle detectors can themselves be quite sophisticated, allowing the lateral position and groupings of tyres as singles or doubles to be determined. Infrared axle detectors can themselves be quite sophisticated, allowing the lateral position and groupings of tyres as singles or doubles to be determined.

(b) Capacitive Sensors

Capacitive sensors generally consist of a pair of metal plates within some kind of extrusion or mat which deflects when a vehicle tyre rolls over it. The deformation
leads to a detectable change in capacitance between the plates and the force exerted by the tyre is determined by measuring the magnitude and duration of this change.

Cambridge University and Golden River Traffic Ltd. developed a low-cost high accuracy capacitive strip WIM sensor, which could also become a multiple sensor system. The calibration in a load measuring mat was independent of the vehicular speed over the temperature range of 15–40 °C. It was concluded that using a multiple-sensor configuration with an array of more than three sensors, it is possible to achieve RMS errors of approximately 5-8% as compared with 12-29% for earlier systems.

(c) Piezoelectric Sensors

Piezoelectric sensors are the most widely employed WIM systems. They respond to changes in the load rather than the actual instantaneous load. The piezoelectric sensing cable generates a charge which is proportional to the induced force. The gross weight is calculated by integrating the generated charge over the tyre contact length in the direction of travel. Speed is determined by spacing two sensors with a predetermined separation along the highway. A further improvement in accuracy with this type of sensor is possible by averaging dynamic effects using a multi-sensor array.

2.5.3. WIM Accuracy Limitations based on Pavement and Vehicle Dynamics

The investigation of pavement-vehicle dynamics involves the characteristics of pavement response in terms of stress, strain and deflection under vehicular loads. The research on tyre-pavement interaction under the action of moving vehicular loads comprises mainly (a) road roughness, (b) vehicle speed, and (c) the truck suspension system. Theoretical analysis of tyre-pavement interaction requires either a coupled vehicle-pavement model or independent vehicle and pavement models. A variety of pavement dynamic and vehicle dynamic models have been studied. Various mechanistic procedures and their limitations have been reviewed comprehensively.
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In the present project, a major effort was the calibration of the sensor to determine vehicular load. Significant limitations on the accuracy of WIM systems are imposed by the dynamic nature of the loads applied by moving trucks on the pavement.

### 2.5.4. Capabilities of Conventional WIM Technology

The WIM technologies mentioned above (Section 2.5.2) have one or more disadvantages including high cost, installation difficulties\textsuperscript{122} and the insufficient accuracy for regulation enforcement. The accuracy problems of most available WIM sensors arise because the systems are attempting to compute static vehicular weights from measurements of dynamic forces produced by vehicle axles as they pass over the sensor. (This will be true also for fibre optic WIM sensors.) These dynamic forces may arise from vehicular suspension design, speed, tyre pressures and axle configuration, road surface and subsurface compositions, road roughness, transducer design, and various geographical situations. Some important sources of error in WIM systems, as classified by Muhs \textit{et al.}\textsuperscript{123}, are listed in Table 2-1.

**Table 2-1: Sources of error in WIM system\textsuperscript{123}.

<table>
<thead>
<tr>
<th>Vehicle</th>
<th>Environment</th>
<th>System</th>
<th>Roadway</th>
</tr>
</thead>
</table>

These parameters and the dynamic nature of vehicular loads affect the accuracy of a single-sensor WIM system introducing an error factor ranging typically from ±20 to ±50%\textsuperscript{124}. However, with multiple-sensor\textsuperscript{115,125} WIM systems the error has drastically decreased to 5-8% depending on the number of sensors used in the system. However, as the number of sensing elements in the WIM system increases, the overall assembly becomes complex and expensive.
Table 2-2 shows a comparison of various conventional WIM technologies, based on their advantages and disadvantages as reported by Ali et al.\textsuperscript{126}.

### Table 2-2: Comparison of various WIM technologies\textsuperscript{126}.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep-pit, load-cell-based scales</td>
<td>High accuracy; high reliability</td>
<td>High cost; long installation time; vault required</td>
</tr>
<tr>
<td>Low-profile, load-cell-based and bending plate scales</td>
<td>High to intermediate accuracy and reliability; no vault required (install in existing pavement)</td>
<td>Medium price</td>
</tr>
<tr>
<td>Piezoelectric WIM systems</td>
<td>Low cost; short installation time in existing pavements</td>
<td>Low reliability; low accuracy; strip contact with tyres</td>
</tr>
<tr>
<td>Capacitive pad system</td>
<td>No cutting of pavement; shortest in installation time</td>
<td>Low accuracy; low repeatability; bump on road surface.</td>
</tr>
</tbody>
</table>

Recent (1994-1998) large scale efforts towards improving reliability of WIM data involved a group of eleven partners and associate partners from ten European countries through the ‘WAVE’ (Weigh in motion of Axles and Vehicles for Europe)\textsuperscript{127} project. This group includes research institutions, universities to assure highest scientific standards, private industries for development and commercial exploitation and road authorities to assure the suitability of the end-result to user needs. One of the aims of WAVE was to design WIM sensors using optical technology and to use tests of their viability to develop better techniques for the design of future WIM sensors. Consequently, an optical fibre WIM sensor based on changes in polarisation properties\textsuperscript{18} was developed and tested by the consortium. It is discussed in the next section.

### 2.6. Review of Existing Fibre Optic WIM Technology

As discussed earlier (Section 2.2.2), various fibre optic embedded sensors are now used widely in health-monitoring of civil structures. Initial reports on the use of fibre optic pressure sensors for WIM applications were published in 1989\textsuperscript{128}. Variations in
polarization, optical phase and modal power distribution within optical fibre have been investigated for WIM sensing.

2.6.1. Polarisation based Fibre Optic WIM Sensors

Alcatel Alsthom Recherche\textsuperscript{18} developed a polarisation-based optical fibre sensor system for direct installation in the road surface. This sensor exploits changes to the birefringence in a single mode fibre caused by transverse compressive forces imparted to the fibre. The optical fibre was sandwiched between two metallic ribbons and the composite transducer was embedded in an elastomer-filled trough in the road pavement. The elastomer seals the sensor from its environment while transmitting forces from vehicle tyres. The birefringence changes were found to be directly proportional to the applied vertical forces on the elastomeric surface strip. Polarimetric intensity fringes were counted to infer changes in the birefringence, and the fringe count was calibrated to allow individual axle loads to be inferred. Téral\textsuperscript{19} has demonstrated the commercial viability of this fibre optic WIM system. It was observed that the output of this polarimetric sensor output was susceptible to hysteresis. For a given static load, the corresponding dynamic load, as inferred from phase shifts, was observed to vary $\pm 15\%$.

A new type of transducer (modulator) was designed\textsuperscript{17} (Figure 2-9) to verify the cause of hysteresis or non-linearities by changing the basic transducer mechanism itself. This version of the transducer was used in conjunction with the polarimetric approach for WIM application. However, the accuracy of these measurements were also affected by hysteresis. As the transducer mechanism was totally different in this case, it was concluded that the hysteresis is caused either by the inelastic properties of the fibre-cladding (not confirming to Hooke’s law or shear stress) or by shear stress due to non-uniform application of the force on the modulator\textsuperscript{17}. 

Chapter 2 - Optical fibres for weigh-in-motion: A review
Figure 2-9: Polarization-based WIM sensor with transducer cross-section designed to investigate the source of hysteresis.

2.6.2. Interferometric Fibre Optic WIM Sensors

A multiple fibre optic interferometer, designed by Navarrete et al., uses a dual-loop active homodyne system to lock the phase when the sensing fibre is subject to two simultaneous externally applied perturbations. This allows the sensor to respond to pressure (due to a passing heavy vehicle, for instance) and subtract simultaneous changes due to temperature drifts in the sensing fibre, unrelated to the measurand of interest. This system has the capability of separating induced phase changes produced by two measurands acting simultaneously on the sensing arm. The system has been demonstrated in the laboratory within an applied pressure range of 0.3–3 kPa with an error less than 2%.

2.6.3. Fibre Optic WIM Sensors based on Speckle Pattern Analysis

An intrinsic optical fibre sensor for axle detection using the speckle pattern formed by modal interference has been discussed by Ahmed et al. The monochromatic laser modes coupled into the fibre results in a speckle pattern, i.e. randomly distributed interference patterns of dark and bright spots at the output fibre-end. Any perturbations in the fibre alters the statistical distribution of the modal interference pattern and this change can be detected and calibrated using an optoelectronic detection system. The transducer can be constructed by winding a fibre helically.
around a supporting deformable tube. Compression of these transducers induces micro-bends into the fibre and results in attenuation of the propagated light by altering the transmission spectrum. This system is insensitive to temperature fluctuations and long term drifts. However, this system does not have the potential for weighing nor does it detect stationary vehicles. Moreover, the system is very susceptible to remote vibrations and hence encapsulation is necessary for good repeatability.

2.7. Summary

This chapter provided a review of advancements in optical fibre sensing technology, conventional WIM sensing and newly evolved optical fibre sensors for WIM applications. Review papers published by several researchers discuss potential applications of optical fibres for WIM sensing; optical properties such as polarisation, optical phase variations (interferometric detection) and modal power distribution have been investigated. A recent paper describes the future need of Intelligent Transportation Systems (ITS), with concluding remarks that promote fibre optic sensors for WIM applications. Moreover, the paper also explains the disadvantage of using two arm interferometers, where, any minor perturbations in the reference arm drastically affect the sensing arm, resulting in misinterpretation of the phase change. This possibility is eliminated in the proposed sensing approach, where a reference arm is not required and instead of monitoring the sub-fringe level phase change, the total fringe counts were used for calibration. This investigation proposes a new type of single-transducer optical fibre one-arm interferometric sensing configuration to overcome these barriers for WIM applications. As discussed in Section 2.5.4, it is possible to reduce the error factor of a single-transducer WIM system by employing a multiple-transducer WIM system.

The sensor developed during this project is a single-transducer WIM sensor, with multiplexing capabilities. Like any single-sensor WIM system, the present sensor attempts to compute static vehicular weights from measurements of dynamic forces. Therefore, the accuracy of this sensor is expected to be of similar magnitude to other
single-sensor WIM systems. However, the sensor developed has the following advantages over conventional fibre/non-fibre single-transducer WIM systems:

- Easy to fabricate; suitable for mass production;
- Easy to install; low installation time, flexible sensing length, no specific site requirements such as a culvert, suitable for instrumenting various structural geometries;
- Economic, does not require expensive optical/electrical components;
- Multiplexing capabilities, suitable for configuring as a multiple-transducer sensor system.

The present research adopts a well-studied interferometric configuration - the Fibre Fabry-Pérot Interferometer (FFPI)\textsuperscript{73} to develop a new type of intrinsic fibre optic single-transducer WIM sensor. Note that an extrinsic small gauge Fabry-Pérot interferometric sensor based on the optical cavity formed between an input/output fibre and a reflector fibre aligned by a hollow core silica tube\textsuperscript{132} has been utilised by others for highway axle detection\textsuperscript{133} (not for WIM sensing) with errors of ±2%.

The resulting intensity fringes of a FFPI can be observed and counted in either reflected or transmitted light. Optical path changes of just half of one optical wavelength (i.e. a few tenths of a micrometre) in the one-way path between the reflectors result in a complete fringe in this interferometer, making it very sensitive to length changes. This configuration has similar length/displacement sensitivity to other two-beam interferometers such as the Michelson or Mach-Zehnder configurations, when operating in “fringe-counting” mode. Other more complex signal processing techniques are also possible, such as servo-locking the interferometer to a particular phase condition. In these approaches, the interferometric phase sensitivity is enhanced by the multiple optical reflections through the sensing region in the Fabry-Pérot configuration. For the application studied in this project, it should not be necessary to develop an active fringe locking technique, as simple fringe counting should prove sufficiently accurate for these purposes.
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3.1 Introduction

This chapter describes the development of an in-fibre Bragg grating based fibre Fabry-Pérot system for generic distributed structural sensing applications. The theory of this configuration for WIM sensing and other structural sensing applications is described in Section 3.2. The critical laser parameters and their tolerances essential for qualifying it as a source for this sensing system are discussed in Section 3.3. The basic single-transducer FFPI configuration developed particularly for WIM sensing is discussed in Section 3.4. The shape of FFPI output fringes depends on the reflectances of the end mirrors of an optical cavity. It is therefore important to select appropriate mirror reflectances to obtain fringe shapes that will allow data acquisition hardware to sample each fringe with reasonable resolution. The method for selecting appropriate mirror reflectance values suitable for the fringe-counting regime is discussed in Section 3.5. An in-fibre Bragg grating was used as the launching-end mirror in the sensing elements. The temperature and strain induced changes in the central wavelength of an in-fibre Bragg grating and its effect on the sensor output is also estimated and discussed. The technique used for writing fibre Bragg gratings is discussed in Section 3.6. Models describing how the sensor monitors generic structural strains and vertical pavement strains are explained in Section 3.7.

3.2 Theoretical Strain Transfer Function

This section gives the basic theory for understanding the variations of the interferometric phase change (Section 2.3) with respect to an induced strain in the sensing arm.

A longitudinal strain applied to the sensing element alters the optical path length $nL$ of the interferometer, where $n$ is the refractive index of the fibre mode and $L$ is the length of sensing fibre. As discussed in Section 2.3.1, the sensor output is a coherent summation of the amplitudes reflected by the two semi-reflective elements forming the Fabry-Pérot etalon. Moreover, the sensor output is susceptible to length changes between the two semi-reflective elements only and is insensitive to the fibre in/out leads. A low finesse Fabry-Pérot cavity can be treated as a double-pass
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Interferometer and therefore its sensitivity is comparable with two arm interferometers such as Michelson and Mach-Zehnder (Section 2.3.3).

In a length $L$ of sensing fibre, the phase variation ($\Delta \phi$) induced by applying axial strain on the fibre length ($L$) results mainly from the physical length change ($\Delta L$) and the change in the waveguide propagation constant ($\Delta \beta$). $\Delta \phi$ can be given as follows:\(^{(31)}\)

$$\Delta \phi = \beta \Delta L + L \Delta \beta . \quad (3-1)$$

The first term ($\beta \Delta L$) corresponds to the physical extension of the sensing fibre length and the second term ($L \Delta \beta$) results from two effects, namely (a) strain-optic effect (dependence of fibre core index, $n$, on the applied strain) and (b) waveguide dispersion (change in the fibre diameter ($D$)), i.e.

$$L \Delta \beta = L \frac{\partial \beta}{\partial n} \Delta n + L \frac{\partial \beta}{\partial D} \Delta D . \quad (3-2)$$

Therefore, by substituting Equation (3-2) in Equation (3-1), $\Delta \phi$ can be given as follows:

$$\Delta \phi = \beta \Delta L + \left[ L \frac{\partial \beta}{\partial n} \Delta n + L \frac{\partial \beta}{\partial D} \Delta D \right] . \quad (3-3)$$

Here $\beta = n_{\text{eff}} k_0$, where $n_{\text{eff}}$ is the modal effective index (value is between the core and cladding indices) and $k_0$ is the free space propagation constant of the mode in the fibre. However, as core and cladding indices typically differ by the order of 1\%, $\beta \approx n k_0$. Hence, in Equation (3-3),

$$\frac{\partial \beta}{\partial n} = k_0 = \frac{\beta}{n} . \quad (3-4)$$

Chapter 3 - Development of fibre Fabry-Pérot Single-Transducer WIM system
Moreover, the strain ($\epsilon = \Delta L/L$) induced change in the refractive index of the fibre core ($\Delta n$), derived using photoelastic calculations is as follows:\(^{134}\):

$$\Delta n = -\frac{1}{2} n^3 \left[ \epsilon (1-\nu) p_{12} - \nu \epsilon p_{11} \right], \quad (3-5)$$

where $n_{\text{eff}} = n = 1.46$

$\nu = 0.16$ (Poisson’s ratio of the fibre material)

$p_{12} = 0.252$ and $p_{11} = 0.113$ are strain-optic coefficients.

The last term in Equation (3-3), represents the change in the waveguide mode propagation constant due to a change in fibre diameter. The change in diameter is

$$\Delta D = \nu e D.$$ 

Furthermore, the term $\left( \frac{\partial \beta}{\partial D} \Delta D \right)$ can be evaluated using the normalised parameters $b$ and $V$ describing the waveguide mode and equals $\left( \frac{V^3V}{2\beta D^2} \frac{db}{dV} \right)^{135}$. The normalised frequency $V = \frac{2\pi}{\lambda} a(NA)$, where $a$ is the radius of the fibre core and $NA$ is the fibre numerical aperture. The normalised propagation constant, $b = \frac{n_{\text{eff}} - n_2}{n_1 - n_2}$, where $n_1$ and $n_2$ are refractive indices of fibre core and cladding respectively and must lie between 0 and 1. In fact, the term $\left( \frac{V^3V}{2\beta D^2} \frac{db}{dV} \right)$ can be shown to be negligible.

Considering all these factors and substituting Equations (3-4) and (3-5) in Equation (3-3) gives the overall strain induced phase change, that can be formulated as follows:\(^{134}\):
\[
\Delta \phi = L \varepsilon \beta \left[ 1 - \frac{n_{\text{eff}}^2}{2} \left( p_{12} - (p_{12} + p_{11}) \nu \right) \right].
\]  

(3-6)

where \( \varepsilon = \Delta L / L \) (strain on fibre)

\( n_{\text{eff}} \) = Effective refractive index of the fibre. These indices typically differ by the order of 1%, hence we can use \( n_{\text{eff}} = n = 1.46 \).

\( \nu = 0.16 \) (Poisson's ratio of the fibre material)

\( p_{12} = 0.252 \) and \( p_{11} = 0.113 \) are strain-optic coefficients.

\( L \) = Sensing length

\( \beta = \frac{2 \pi n_{\text{eff}}}{\lambda_0} \)

\( \lambda_0 \) = Sensing wavelength, (in this case 632.8 nm for He-Ne laser).

By substituting appropriate values, the expression becomes (with \( \Delta \phi \) in radians and \( L \) in metres):

\[
\Delta \phi = L \varepsilon (1.15 \times 10^{-7}).
\]

(3-7)

By substituting 1 fringe for a phase change \( \Delta \phi \) of \( 2\pi \) rad and \( \varepsilon = \Delta L / L \) in Equation (3-7), gives

\[
1 \text{ fringe} = 2\pi \text{ rad} = L \frac{\Delta L}{L} (1.15 \times 10^{-7}),
\]

thus showing the change in sensing length (\( \Delta L \)) is \( \sim 0.273 \) \( \mu \)m per fringe. In other words, approximately 0.273 \( \mu \)m of length change in the FFPI sensing fibre produces an output round trip phase change of one fringe.

For a fringe counting approach, in which the minimum resolution is a single fringe, a minimum strain of

\[
\varepsilon = (\Delta L / L) = (0.273 \mu \text{m} / L)
\]

can be detected, where \( L \) is the sensing length.

The sensors designed for laboratory tests consisted of a 0.3 m sensing length and, therefore, theoretically, have the ability to detect a minimum strain of \( \sim 0.9 \) \( \mu \)e. On the other hand, the field sensors consisted of longer sensing lengths (4 m) than the
laboratory sensors and have the capability of detecting strains of ~ 0.07 με. Furthermore, the variations in calculated and inferred strain values will depend on the properties of the material of the test structure and the bonding substance.

3.3 Source Considerations

(a) Frequency

Recalling that Equation (3-7) is function of wavelength, minor changes in the laser wavelength will introduce corresponding optical frequency noise. Most lasers exhibit such noise during warm-up and as the ambient operating temperature changes. Due to these frequency instabilities in the laser source, the interfering beams in the sensing arm travel different optical paths and convert optical frequency noise into optical amplitude noise and hence photocurrent noise. This affects the FFPI output by introducing a phase error in the sensing arm.

To estimate the effect, from Equation (3-6), the phase change (Δφ rad) can be rewritten in terms of the optical frequency (ν₀) as

$$Δφ = L \epsilon ν₀ (2.43 \times 10^{-8})$$

(3-8)

where L, is in m and ε in με, ν₀ in Hz.

A typical frequency stabilised He-Ne laser operating at a nominal frequency of a 473.61 THz has an absolute peak to peak deviation of ~ ±2 MHz\textsuperscript{136}. Hence for a constant strain of 1 με acting on a sensing length of L = 1 m, this small variation in the input frequency (Δν₀) of the source laser directly affects the output interferometric phase by approximately ±0.045 rad. Moreover, from Equation (3-8), for a constant applied strain, laser frequency instability (Δν₀) is proportional to the phase change per unit sensing length (Δφ / L). Hence, FFPIs with longer sensing lengths are susceptible to small frequency drifts in the laser source. The acceptable levels of frequency drifts for the sensor configuration developed during this research are discussed in Section 4.2.2.
(b) Amplitude

Another important source of photocurrent noise is known as laser amplitude noise or relative intensity noise (RIN). A 1% RIN in the laser source produces a 1% noise in the output photocurrent. Typical intensity stabilised lasers have absolute intensity deviations of \( \pm 0.2\% \)\(^{136}\). For interferometric sensors operating in the fringe counting mode, laser intensity variations affect output fringe amplitudes and hence threshold levels of the fringe detection and counting algorithm. The threshold level in the counting algorithm was adjustable between the noise floor and the minimum fringe amplitude. If the threshold level is adjusted too high, then the algorithm fails to detect any fringes with average amplitude. On the other hand, in the case where threshold levels are adjusted too low, the algorithm detects noise as fringes. The threshold levels were optimised by visually inspecting the fringe patterns. For a typical data set in which amplitude variations are present, the algorithm fails to detect and count 2 to 3 affected fringes even with the optimum adjustment of threshold level. The acceptable levels of RIN for the fringe counting algorithm developed during this research are discussed in Section 4.2.2.

For the field tests, this source dependent noise is expected to occur frequently as compared with those carried out under a controlled laboratory environment.

(c) Coherence

As discussed in Section 2.3.1, for an interferometric sensing system, the coherence length is the most important parameter for the interference condition. Therefore it is important to choose a laser source which maintains a coherence length that is, at least of the order of the sensing length in a fibre. The laboratory version and the field version of this sensor employ 300 mm and 4 m sensing regions respectively. Considering the longer sensing length, namely the 4 m sensing region of the field version operating in reflection mode, means that a source with a coherence length of more than 8 m (by neglecting higher order reflections in the sensing region) is required. As discussed in Section 3.2, the sensitivity of the sensor increases with an increase in the sensing length; the coherence length of the source, however, limits the sensing length.
3.4 Sensing Configuration

In reflection-mode, the source and detection assembly is only at one side of the sensing element enabling the use of the sensing element as a "probe" and is clearly more suitable for remote sensing applications\(^{15}\), as illustrated in Figure 3-1. The present sensor adopts this approach which also allows simultaneous alignment of the optical source while monitoring the sensor output.

As discussed in Section 2.3.5, FFPI output can be monitored either in transmission-mode\(^{74,138}\) or in reflection-mode\(^{84}\). The output fringe patterns of an FFPI operating in both modes at different finesse values are shown in Figure 3-2. The output FFPI fringe shapes depend on the finesse values, which are in turn a function of the cavity mirror reflectances. The method of choosing appropriate mirror reflectivities for this sensor is described in Section 3.5.

Figure 3-1: FFPI interferometers configured for monitoring output in reflection-mode and in transmission-mode.
Figure 3-2: Theoretical output optical intensity of a Fabry-Pérot interferometer monitored in (a) reflection mode and (b) transmission mode for two different values of finesse.
3.5 Optimisation of FFPI Output

In the fringe counting regime it is important to recognise a set of data points as a fringe. Consider the FFPI reflection fringes shown in Figure 3-2(a). The resolution of each fringe depends on the number of points defining that fringe. Low finesse optical cavities, fabricated with low mirror reflectances, produce fringes with small amplitudes. If the fringe amplitudes are too small, signal to noise ratios are a problem as the fringe amplitude becomes comparable with the electronic noise floor requiring complex fringe recognition logic for fringe-counting. On the other hand, optical cavities with high finesse values constructed using high reflectance mirrors produce fringes that are too narrow. These narrow fringes may be inadequately sampled (under-sampled) by the data acquisition hardware. This latter problem can be overcome but only by using expensive data acquisition hardware with extraordinary sampling rates. Therefore, for this research, the preference of using a FFPI configuration with high mirror reflectances has been ruled out. However, it is necessary to estimate the appropriate range of individual mirror reflectances that will output the desired fringe shape.

This section describes a suitable compromise, which achieves the required fringe resolution by selecting a moderate Fabry-Pérot finesse of the sensing element to produce a reasonable number of points per fringe, with fringes recorded using comparatively inexpensive data acquisition hardware. The range of Bragg grating reflectances required to produce this desired finesse and associated output fringe patterns is also determined in this section. Thus the shape of the output fringes was optimised to achieve necessary fringe resolution in real-time using inexpensive data acquisition hardware. As explained in Section 2.3.3, the sensitivity of a Fabry-Pérot interferometer in such cases is comparable with two arm interferometric systems.

The FFPI sensor (construction details of the FFPI sensor are discussed in chapter 4) requires two reflectors, (1) an in-fibre Bragg grating (fabrication details are provided in Section 3.6) as a launching-end mirror and (2) a gold coating as an end-reflector. The reflectance of a gold coating was calculated as a function of wavelength $\lambda$, and at 632.8 nm the reflectance was $\sim 94\%$ ($R_2$). By neglecting the absorption of the gold coating at 632.8 nm, the theoretical FFPI output fringe patterns were calculated using
Equation (2.5) by substituting various reflectances ($R_i$) of Bragg gratings, in the range of 30-70%. In each case, the frequency components associated with the fringe patterns were obtained using Fourier analysis\textsuperscript{140}.

Figure 3-3 shows the plot of the amplitude of the fundamental Fourier component (normalised with respect to the maximum component) as a function of Bragg grating reflectances ($R_i$). The amplitudes of the calculated fundamental Fourier components were, by comparison, greater than those of higher order components for Bragg grating reflectances in the range of 30-70%. The suppression of higher-order Fourier components was observed for lower Bragg grating reflectances. Hence, ideally, the sensing region (optical cavity) fabricated using a grating reflectance in the range of ~30-70% and a gold coating (reflectance ~ 94% at 632.8 nm) will output fringe patterns that can be recorded with reasonable resolution using inexpensive data acquisition hardware. However, the change in Bragg wavelength will affect the grating reflectance at its operating wavelength and therefore also modify the shape of the output fringe patterns. Therefore, it is important to investigate the factors affecting the Bragg wavelength and its effect on the shape of output fringe patterns.

\textbf{Figure 3-3: Normalised amplitude of fundamental frequency component of the Fabry-Pérot reflectances fringe pattern at various Bragg grating reflectances ($R_i$) with $R_2 = 0.94$.}
A typical strain ($\varepsilon$) induced change in the Bragg wavelength ($\lambda_B \sim 1550$ nm) of the Bragg reflector (Figure 3-4) is

$$\Delta\lambda_B = \lambda_B \times (1 - \rho) \times \varepsilon,$$  \hspace{1cm} (3-9)

where

- $\Delta\lambda_B =$ wavelength shift,
- $\rho = 0.266$ (photoelastic constant).

Also, the temperature induced change in the Bragg wavelength is measured to be $\sim 0.0256$ nm/°C at 1525 nm as shown in Figure 3-5. Assuming a uniform temperature gradient within a structure, the typical shift in the Bragg wavelength should be $\sim 0.5$ nm for a 20 °C change in the temperature of the Bragg grating.\(^{144}\)

These changes in grating reflectances will affect the output fringe shape of the Fabry-Pérot sensor. Figure 3-6 shows the measured optical transmission spectrum of a typical Bragg grating fabricated during this investigation. This shows a calculation of the change in the effective reflectances due to the temperature induced shift in the Bragg wavelength. The changed central wavelength, as shown in Figure 3-6, will increase transmission of the IFBG to 75%.

To overcome these effects broadband gratings were fabricated, instead, so that reflectances over a wavelength range of $\sim 1$ nm would be identical. Care was taken to maintain the grating reflectances in the range of 30-70% during IFBG fabrication. The theoretical plots of the Fabry-Pérot output fringes as a function of three grating reflectances (30, 40 and 50%) are shown in Figure 3-7. It can be seen that the fringe pattern does not change significantly with change in the Bragg grating reflectances.
Figure 3-4: Straight line fit to the measured shift in the Bragg wavelength as a function of applied strain with wavelength-strain sensitivity of 1.15 pm/με at ~ 1550 nm illumination\textsuperscript{[41]}.

Figure 3-5: Straight line fit to the measured shift in the Bragg wavelength as a function of temperature at ~ 1525 nm illumination\textsuperscript{[41]}.
Figure 3-6: Determination of the change in the Bragg grating transmittance at 632.8 nm when the temperature rises by 20 °C, based on the transmission spectrum of a typical grating fabricated during this research.

Figure 3-7: Theoretical output of asymmetric fibre Fabry-Pérot interferometer with various mirror reflectances (R1 = reflectance of IFBG and R2 = 94%, reflectance of the gold coating).
3.6 IFBG Fabrication

One of the key technologies in this project are in-fibre Bragg gratings (IFBG), as reviewed in Section 2.4, as one end of the optical cavity in the fibre Fabry-Pérot interferometer. This project required a number of IFBG reflectors to produce FFPI sensing elements with lengths around 0.3 metre (laboratory sensing elements) and 4 metres (field sensing elements).

These gratings were written using light from a Spectra Physics MOPO® ("Master Optical Parametric Oscillator") laser pumped by the frequency quadrupled pulsed (10 Hz) Quanta Ray GCR Series Nd:YAG laser source which uses a pair of KD*P (Potassium Di-Deuterium Phosphate) crystals. The UV (245 nm) light was produced by frequency doubling using BBO crystals illuminated by the output of the MOPO laser, whose output was tuned to 490 nm. The UV beam produced was collimated via a telescope, and a cylindrical lens was used to focus the UV light into the fibre from the side. (A section of the fibre’s protective acrylate jacket was removed to facilitate writing.)

Standard optical fibres (Corning single mode at 632.8 nm) were photosensitised by subjecting them to a high-pressure hydrogen atmosphere for 24-48 hours at around 60 °C. The in-fibre Bragg gratings produced for this project were broadband reflectors centred at 632.8 nm with reflection bandwidths of around ~ 1 nm, and written using a prism interferometer with UV light at 245 nm as illustrated in Figure 3-8. Interference between two beams, reflected from and refracted through a UV-rated quartz prism, produced a periodic intensity pattern along the fibre axis, inducing the necessary periodic refractive index changes in the fibre to create the Bragg grating. The relationship between the periodicity of the interference maxima (A) and the angle of intersection between the two interfering beams is given by

\[ A = \frac{\lambda_{UV}}{2 n_{uv} \sin \theta}, \]  

where \( \lambda_{UV} \) is the wavelength of the ultraviolet laser light (in this case 245 nm) and \( \theta \) is the angle of the rays on the exit face of the prism.
The relationship between the Bragg wavelength ($\lambda_B = 632.8$ nm in this case) and $\theta$ is obtained using

$$\lambda_B = 2 \ n_{\text{eff}} \ \Lambda,$$

(2-10)

with

$$\lambda_B = \frac{n_{\text{eff}} \ \lambda_{\text{UV}}}{n_{\text{UV}} \ \sin \theta},$$

(3-11)

where

$$\theta = \frac{\pi}{4} \sin^{-1} \left( \frac{\sin \phi}{n_{\text{UV}}} \right).$$

$\phi$ is the incident angle (see schematic in Figure 3-8) of the UV radiation on the prism surface, $\lambda_B$ is the Bragg wavelength, $n_{\text{eff}}$ is the effective refractive index of the fibre (at $\lambda_B$) and $n_{\text{UV}}$ is the prism index at the UV wavelength.
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The midpoint of incident UV beam adjusted on the vertex of the prism

Width of incident UV beam

UV interference pattern formed by incident and reflected beams produces fibre Bragg grating in the fibre

Grating characteristics were monitored in real time during fabrication by measuring the transmission of a white light spectrum with an optical spectrum analyser (OSA). The grating spectrum is fine-tuned by adjusting the prism angle ($\phi$) with respect to the incident UV beam. Figure 3-9 illustrates the successful IFBG fabrication system developed and Figure 3-10 shows a typical transmission spectrum of a broadband fibre Bragg grating.

Figure 3-8: Schematic of a prism interferometer for IFBG fabrication.
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**Figure 3-9:** Experimental arrangement used for fabricating broadband IFBGs.

**Figure 3-10:** Measured transmission spectrum of a typical fibre Bragg grating, illuminated with a broadband light source. The reflection bandwidth is ~ 1 nm.
3.7 Estimation of the Sensor Output

The sensor performance depends on the mechanism through which the induced perturbations propagate through the structure and produce changes in the length of the embedded sensing arm. Preliminary sensor trials were carried out under laboratory conditions using a 300 mm long sensing element embedded in an aluminium beam (as described in Section 4.2). The total number of FFPI output fringes was estimated based on a three-point bending mechanism (Section 3.7.1).

The field version of this sensor consists of a 4 m sensing length embedded in the pavement. The vehicle-induced forces deform the pavement structure producing alterations in the embedded sensing length to generate output fringes. The fibre stretching mechanism has been hypothesised and the total fringe count for a typical pavement structure was estimated.

3.7.1. Fringe Count Estimation based on the Bending Mechanism

This section estimates the viability of an embedded sensor for general structural strain sensing applications by calculating its response to the strains induced when the test structure is bent.

Consider a test structure (beam) supported by two mounts separated by a distance $L$ (Figure 3-11). The beam is subjected to bending in the vertical direction by applying a force at the mid-point between the two supports. The neutral axis, passing through the centre of the cross-section, does not experience any strains due to bending. In the region between the neutral axis and the convex surface the bending strain is tensile. Hence, in Figure 3-11, the bending strain between the neutral axis and the concave surface is compressive and at the beam mid-span is given by Equation (3-12).
\[ \varepsilon = \frac{3r}{L^2} y, \quad (3-12) \]

where

- \( r \) = distance of strain field from the neutral axis,
- \( y \) = central deformation and
- \( L \) = length between the supporting mounts.

Figure 3-11: Three-point bending geometry for a beam subjected to an external load.

Equation (3-12) suggests that the theoretical strain is a linear function of the central deformation at various sensing depths. The estimated maximum error in Equation (3-12) is 5%\textsuperscript{143}.

Thus, the surface strain, at the top of the beam (i.e. at \( r = 3 \) mm) due to a \( y = 1 \) mm central deformation of the test beam can be calculated from Equation (3-12) as \( 10^{-4} \) strain. On the other hand, the underside surface of the beam undergoes tensile strain that can be calculated by substituting \( r = -3 \) mm in Equation (3-12). Moreover, under such strain, the surface mounted FFPI sensing length of \( L = 0.3 \) m should change by \( \Delta L = (\varepsilon \times L) = (0.3 \times 10^{-4}) = 30 \) \( \mu \)m, and should output \( \sim 110 \) optical fringes (since in Equation (3-7) it was shown that a \( \sim 0.273 \) \( \mu \)m change in sensing length produces 1 fringe).
The relaxation of the beam will induce a similar number of fringes, with extra fringes possible due to dynamic effects such as “ringing” in the structure. Thus, an applied loading cycle will result in two sets of fringe groups. The first set of fringes represents the load increment (deformation) and the second set of fringes represents the load decrement (relaxation) of the structure. Moreover, the number of fringes occurring per second (fringe frequency) provides the rate at which the structure is being deformed or relaxed.

### 3.7.2. Effect of Loading Trends on the Sensor Output

As discussed in Section 3.7.1, when a structure undergoes compression, an embedded FFPI sensor within the structure outputs a number of fringes roughly proportional to applied structural compression. In the case of a road pavement structure, ideally, a single axle should produce a deformation-relaxation function that may be represented as shown in Figure 3-12(a). The FFPI should output two separate fringe groups for applied deformation and relaxation. Assuming that the magnitude of the applied deformation is equal to the magnitude of the relaxation, the total number of output fringes counted during the deformation should be equal to the total number of fringes counted during relaxation. Also the sum of all the output fringes, counting both the deformation and the relaxation should be linearly proportional to the applied structural deformation.

Moreover, two closely spaced axles (Figure 3-12(b)) induce two successive deformations and the second axle induces another deformation immediately after the first deformation. The associated effect on the FFPI output fringe pattern is also shown in Figure 3-12(b). Due to overlapping, fringe groups 1 and 4 contains more fringes than fringe groups 2 and 3. This indicates that two closely spaced axles may lead to fringe-loss in the total fringe count approach. An investigation of fringe loss as a function of axle spacing is provided in Chapter 5.
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Assuming that each axle induces a *peak-function* pavement deformation profile, two axles separated by some distance may be represented by the overall deformation profile shown in Figure 3-13(a). The peak width depends on the relaxation properties of pavement material\textsuperscript{144}. The smaller peak represents an axle weighing \( \sim 5000 \text{ kg (5 tonne)} \) and the taller peak represents the other axle weighing \( \sim 10000 \text{ kg (10 tonne)} \). The distance between the two individual functions was adjusted to avoid any overlapping. The two individual axle functions overlap, when the distance between two axles was reduced to \( \sim 7 \text{ m} \) (Figure 3-13(b)). This analysis suggests that due to the overlapping deformation profiles it may be necessary to add axle-separation-dependent fringe count correction to the total fringe count. More analysis based on the data recorded during field trials is provided in Chapter 5.

\textbf{Figure 3-12}: (a) Schematic of single axle pavement deformation function, (b) Overlapping of two closely spaced single axles, with numbered fringe groups.
3.7.3. Pavement-Vehicle Dynamics

As discussed in Section 2.5.4, significant limitations in the accuracy of WIM systems are imposed by the dynamic nature of loads applied by moving trucks on the pavement. In the case of embedded (in-road) WIM systems, the calibration process depends on understanding the vehicle-pavement behavior and the pavement-sensor reaction.

The investigation of vehicle-pavement dynamics involves research on the characteristics of pavement response in terms of stresses, strain and deflections under vehicular loads. The studies of tyre-pavement interactions under the action of moving vehicular loads mainly involve analysis of (a) road roughness, (b) vehicle speed, and (c) truck suspension systems. Theoretical analysis also requires either a coupled vehicle-pavement model or independent vehicle and pavement models. A variety of pavement dynamic and vehicle dynamic models have been suggested and studied. Moreover, comprehensive reviews of various mechanistic models and their limitations have been published. These factors increase the complexities in calibrating embedded (in-road) WIM systems.

Primarily, all in-road sensors measure the short-term elastic pavement deformation that provides an approximate measure of vehicle induced loading. In most common fibre optic WIM configurations, a sensing fibre can be placed in a reasonably rugged...
assembly prior to its placement. The assembly can be embedded into the pavement structure so that it responds approximately linearly to the pavement deformations in an optimum way. As discussed in Section 3.4 and shown in Figure 3-14, the embedded assembly in this research is oriented perpendicular to the direction of the moving vehicles. This allows integration of the effect of vehicle-induced deflection over the road width. In such an installation, it is important to note that, despite the complexities involved in calibration, embedded (in-road) WIM sensors respond to either deflection propagated through coupled pavement layers (Figure 3-14)\(^{148}\) down to the installation depth, or the squashing of pavement layers and the resultant lateral expansion depending on the Poisson’s ratio of the material. Section 3.7.1 provided a rough estimation of the sensor output for the former case, and the later case is discussed in Section 3.7.4.

![Figure 3-14: Deformation of the surface and the unbound layer of the pavement structure (half lane) showing directions of the strains](image)

### 3.7.4. Fringe Count Estimation based on Pavement Response

Pavement loading depends on the stresses induced by the contact area of each tyre of an axle. This is modeled as a circular region of applied load. The pavement surface at \(x = 0\) compresses vertically downwards stretching the surrounding pavement material inwards under the wheel and induces tension as shown in Figure 3-14.

Figure 3-15 shows results from a finite element stress (horizontal) analysis\(^{149}\) of a loaded (at \(x = 0\)) pavement surface near the asphalt concrete (AC) layer. Note that other stress fields, such as vertical stresses, shear stresses, torsions, etc. affecting
pavement material, were not included in the investigation. The negative and positive stress field lines, shown in Figure 3-15, indicate that the AC pavement layer undergoes compression and tension simultaneously that varies as a function of depth. The tension and compression at the surface layer gradually decreases at greater depths and after ~ 50 mm depth the compression reduces to zero. Indeed, tension is the dominant effect in the pavement structure that propagates to the layers below ~ 50 mm.

In the case of multi-axle loading, each axle as shown in Figure 3-15, induces its own characteristic tension/compression fields and depending on the axle separation, interacting combinations of these fields produces gross stress fields. Typical horizontal tension and compression fields in asphalt concrete (AC) layers resulting from multi-axle loading of pavement material were investigated by other researchers\(^{149}\) (Figure 3-16).

According to this trend, the layers should have negligible compression and reduced tension at greater depths. Thus, the fibre sensing element embedded ~ 800 mm below the pavement surface would experience an attenuated version of the vertical stress profile shown in Figure 3-16 where compression would be negligible with finite tension. Also these effects are dynamic; the stress fields suffer overall reduction and non-linearity that results in a complex response function. These attenuated stress fields would have the net effect of stretching the fibre and the change would be approximately proportional to the applied loads, depending on the properties of the pavement material.

However, as the analysis above is complex a simple approach, in which the pavement is considered as an ideal material with a known Poisson’s ratio, is used to estimate the total output fringe counts.
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**Figure 3-15:** Horizontal stress distribution in AC layer calculated using a finite element stress analysis method. The figure also shows tensile and compressive stress fields in microstrains$^{149}$.

**Figure 3-16:** Horizontal stress distribution in AC layer under action of multi-axle loading showing combination of tension and compression profile at the bottom of the asphalt layer$^{146}$.

A material loaded in one direction will undergo strain perpendicular (transverse strain) to the direction of the applied load as well as parallel (longitudinal strain or...
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axial strain) to it. Figure 3-17 illustrates the application of Poisson's ratio to this situation.

![Diagram showing application of Poisson's ratio](image)

**Figure 3-17**: Application of Poisson's ratio, showing how the shape of the pavement will be affected by an applied force.

Poisson's ratio is an important parameter for the dynamic characterisation of pavement material. Results of modelling in which, the pavement material is treated as viscoelastic, and Poisson's ratio decreases linearly with loading frequency and temperature are shown in Figure 3-18. Although this graph shows variations of Poisson's ratio and temperature, the authors noted that, in elastic analyses, energy considerations require that the Poisson’s ratio be between 0 and \( \frac{1}{2} \), and concluded that the Poisson’s ratio variation shown in this figure was valid between 0.01 and 0.495 only\(^{150, 152} \). Therefore, for the modelling in this thesis, the Poisson’s ratio variations were assumed to be in the range of 0.01 to 0.4. Moreover, in this section, the value of Poisson’s ratio used for estimating the total number of fringes was assumed to be 0.4.
Figure 3-18: Variations in Poisson’s ratio of typical pavement material as a function of loading frequency and temperature\textsuperscript{[50]}. The authors noted that, the values of Poisson’s ratio are valid between 0.01 and 0.495 only.

For the present case, the length of the sensor ($L$) is 4 m and the depth of the sensor ($B$) is ~ 800 mm. The pavement surface deforms approximately on the submillimetre level\textsuperscript{[45]} due to vehicular loads (in this case assuming the range of $\Delta B = 0.01$ to 0.09 mm). The point sensors embedded ~ 800 mm below the pavement surface, into the subgrade, experience an average vertical strain of ~ 250 $\mu$e\textsuperscript{[50]}. Note that the point sensor readings are highly susceptible to the lateral position of the transducer beneath the road surface. Also, irregular vehicular loads on the pavement surface increase the complexity in quantifying the parameter, $\Delta B$. However, for a rough estimation, assuming $\Delta B$ is in the range of 0.01 to 0.09 mm due to the arrival of the vehicle axle, the longitudinal strain is calculated using $\varepsilon_{\text{longitudinal}} = \Delta B/B = \Delta B$ mm / 800 mm. Now by knowing the sensor length, $L$ is 4 m, $\Delta L$ can be calculated as follows:

$$v = \frac{\varepsilon_{\text{transverse}}}{\varepsilon_{\text{longitudinal}}} = \frac{\Delta L/L}{\Delta B/B}$$

(3-13)
\[ \Delta L = \left( \frac{v \Delta B \times L}{B} \right) = \left( \frac{0.4 \times \Delta B \times 4m}{800mm} \right) \] (3-14)

Hence, by substituting \( \Delta B \) in the range 0.01 to 0.09 mm in Equation (3-14),

\[ \Delta L = 20 - 180 \mu m. \]

By substituting above values of \( \Delta L \) in Equation (3-7), the total number of fringes can be estimated in the range of \(~37\) to \(~329\).

This estimated number of fringes depends on the transverse deformation of the pavement material. It is also important to note that this estimation of total fringe counts also depends on the temperature, loading frequency and Poisson’s ratio of the pavement material. As a result of seasonal changes, water content in the pavement material will also affect the pavement response.

For example, consider the Poisson’s ratio trend at 40 °C shown in Figure 3-18. A variation from 1 to 10 Hz of loading frequency changes Poisson’s ratio from \(~0.09\) to \(0.2\) and results in a significant change in the estimation of the total number of fringes from \(~21\) to \(~46\) for any deformation. These variations may mandate a dynamic calibration system for the sensor, but the number of total fringes should be proportional to the applied deformation for a given Poisson’s ratio irrespective of slow changes in the Poisson’s ratio due the prevailing environmental conditions.

### 3.7.5. Fringe Frequency Estimation

The Fabry-Pérot interferometer produces optical “fringes” as the sensing element is stretched, where the observed fringe rate is proportional to the rate of change of length (or strain) in the sensing fibre as illustrated by the example in Figure 3-19. Consider a vehicle moving at 90 km/h (25 m/s). Each axle of this vehicle will remain on the sensor for \(1/25^{th}\) of a second indicating that an event of pavement deformation and relaxation has a frequency of 25 Hz in this particular case.

Assuming a 1 m sensor width and symmetric pavement deformation, in which the rate and amplitude of pavement deformation and relaxation are identical, and
neglecting pavement properties, then according to Section 3.7.4, the total number of fringes estimated using the Poisson's ratio principle is ~ 100. Thus, under ideal conditions, it is necessary to determine the rate at which ~ 100 fringes should be sampled to identify an event occurring at 25 Hz with adequate resolution.

To achieve minimum resolution for an ideal sinusoidal fringe, it is necessary to acquire a minimum ~ 10 samples per fringe. This leads to the minimum sample rate of ~ 25 kHz. As the weight of an axle changes, more fringes are expected within the same time frame. Therefore, a sampling rate of ~ 50 kHz should be sufficient for acquiring these events. National Instrument’s AT-MIO-16E-1 data acquisition hardware capable of a maximum sampling rate of 1 MHz was adopted for these experiments.

![Expected variation of the optical output of an FFPI interferometer causes by the indicated applied strain.](image)

**Figure 3-19:** Expected variation of the optical output of an FFPI interferometer causes by the indicated applied strain.

The interferometric fringe patterns manifest themselves as quasi-sinusoidal variations of the output intensity in time. Random perturbations in the sensing arm of an interferometer can alter the output fringe patterns as jitter. It is possible to filter some of this high and low frequency noise by using electronic filtering circuits along with the data acquisition hardware. This simplifies the fringe analysis algorithms. However, random structural deformations capable of producing fringes in the
bandwidth of the detector will affect the sensor signal despite the electronic pre-filtering.

Fringe counting has a significant drawback - the Fabry-Pérot is insensitive to the sense of the change in strain (increasing or decreasing), so it is not possible to unambiguously determine changes in the absolute fibre strain in this manner. Hence, this sensor will not readily return real time strain information directly. Figure 3-20 shows the theoretical (from Equation 2-5) output of a Fabry-Pérot consisting of an IFBG for $R_1$ (30%) and a gold coating reflectance for $R_2$ (94%). This figure also illustrates the fringe pattern as compared with the fringe frequency.

However, repeatable events (as discussed in Section 3.7.2) with a characteristic strain “signature” will produce a total fringe count proportional to the applied peak load, in principle. Therefore, in the interests of simplicity, the “total fringe count” approach was investigated to determine whether or not a reliable relationship exists between peak strains in transient load “events” and the number of fringes observed during these events.

![Output fringe pattern with IFBG reflectance of 20% and gold coating reflectance of 94%.

Fringe frequency pattern](image)

**Figure 3-20:** Theoretical FFPI output fringe pattern and its fringe-frequency.

### 3.7.6. Method of Calculating Fringe Frequency

A Fourier transform is one option to consider for transforming fringe data into frequency information within a defined time span. In this particular application, to
identify variations in the fringe frequency components in the time domain, it is necessary to calculate Fourier transforms over many overlapping sets of data points. Each Fourier transform will provide information about frequency components and associated powers present in that data set over the time interval defined by the windowing function. The “spectral view” of a data set (presented in Figure 3-21), measured during primary field trials is shown in Figure 3-22. This particular plot was obtained from CoolEdit96 software developed by Syntrillium Software Corporation (using the “Blackmann windowing function”). This enables the display of a waveform by its frequency components, and is useful for determining common frequencies in the data set. The abundant frequencies in the measured data set are indicated in Figure 3-22 using the darker shades. The resolution of the spectra is limited by the time-window.

**Figure 3-21:** Part of some measured truck data showing FFPI output fringes as detected by the algorithm for a single cycle having unequal compression and relaxation events.
By choosing an appropriate windowing function, it is possible to enhance the ability of the Fourier analysis to extract spectral details from the signal with better resolution. However, the property of the windowing function defines the trade-off between frequency and time domain resolutions. Hence, for a given data set, the windowing function characteristics can be chosen either to recover all time domain information with zero frequency domain resolution or to recover frequency domain details with zero time resolution. It is also possible to have a situation that provides 50% time and 50% frequency domain information at a cost of 50% reduction in the frequency and time resolution respectively. Therefore it is important to define an appropriate windowing function for processing a given fringe data set. Also, there may be more than one windowing function/s required to process a single data set. This will lead to the design of a filter bank that can be used to process that particular data set only and requires the design of another filter bank for processing another data set. As output fringe-frequency variations depend on elastic properties of the structure, it is likely to require more than one windowing functions for processing the fringe data from other sensors. This complicates the real-time data processing algorithm.

*Figure 3-22: Spectral view of the output fringe data presented in Figure 3-21 showing various frequency components present in the waveform.*
Apart from all the above issues, Fourier analysis produced a discrete \(2^n\) number of data points at a time and determined all the frequency components in the signal. By considering the number of data points in each file, for such an amount of data, the Fourier Transform algorithm required a long time to calculate all the frequency components.

It is important to note, from Figure 3-19, that the fringe frequency is directly proportional to the rate at which applied strain varies. Therefore monitoring of the deviations in the fringe frequency provides estimation of rapidly varying (dynamic) applied strain profiles. It is possible to process every component of the fringe frequency to understand the minor details related to the structural strain fields using FFT. However, as the main interest was approximate strain profiles only, it was decided to monitor the fundamental frequency component in each data set; a much simpler task than processing all frequency components. An algorithm developed for retrieving such information is explained in Section 4.3.

3.8 Summary

This chapter provided details of the development of a fibre Fabry-Pérot sensor for generic distributed structural sensing applications. Theoretically, a ~ 0.268 \(\mu\)m change in the sensing length produces a single fringe at the sensor output. Hence a rough estimation of an applied strain can be estimated by counting the total number of output fringes. The effect of variations in the frequency and amplitude of the laser source on the FFPI output was estimated. This assisted the selection of the appropriate source module for the sensor system.

The shape of FFPI output fringes depends on the reflectances of the end mirrors of an optical cavity. Therefore assuming an end-mirror coating of reflectance 94%, appropriate mirror reflectances of the fibre grating were estimated to be in the range of 30-70%. This will allow data acquisition hardware to sample each fringe with reasonable resolution. The temperature and strain induced changes in the central wavelength of an in-fibre Bragg grating and its effect on the sensor output was also estimated and discussed. The use of broadband fibre gratings reduces these effects significantly. The technique of producing broadband fibre gratings used during this research was also discussed.
The FFPI sensor was configured to operate in the reflection-mode. The cavity mirrors were fabricated by selecting appropriate reflectance values for achieving moderate finesse and reasonable fringe resolution suitable for real-time data acquisition using standard data acquisition hardware.

Total output FFPI fringes were estimated for the embedded sensing length using a three point bending mechanism approach under laboratory conditions. Around 112 fringes were estimated for an applied 1 mm deformation to the sensing length of 0.3 m. In the field version of this sensor, significant limitations in the accuracy of WIM systems are imposed by the dynamic nature of loads applied by moving trucks on the pavement. Primarily, assuming that in-road sensors measure the short-term elastic pavement deformation and provide approximate measure of vehicle induced loading, around 92 to 830 optical fringes were estimated depending on the pavement properties. The effect of change in the Poisson’s ratio of the pavement material on the total fringe counts was also studied. For a vehicle traveling at ~ 25 m/s, sampling rates of around 50 kHz were calculated for acquiring FFPI output fringes with reasonable resolution. This provides the required characteristics of the data acquisition hardware.

Both examples showed the potential of this sensor for generic structural and WIM sensing applications. The single-transducer FFPI sensor response for (a) bending mechanism has been investigated under laboratory conditions by embedding the sensing element into an aluminium beam (generic structural strain sensing application) and (b) Poisson’s ratio mechanism by embedding the sensing element into a pavement structure (single-transducer WIM sensing application).
CHAPTER 4

LABORATORY SENSOR: DESIGN, CONSTRUCTION AND CHARACTERISATION
4.1 Introduction
In Chapter 3 the options for a WIM sensor were considered. A decision was made in favour of a long Fabry-Pérot interferometric strain sensor based on fringe counting. This chapter considers the detailed design of the sensor, its theoretical limitation and the verification of the design issues using a short sensor in a laboratory test rig.

These practical tests involved several of these sensing elements, of length 0.3 m, bonded within grooves in a flat aluminium beam. The beam was subjected to controlled periodic lateral bending using a universal testing machine. In this way it was possible to explore the dynamic and static response of the sensor. The sensor was then evaluated against theoretical expectations of linearity, frequency response, noise concerns and repeatability. These practical issues are discussed in Section 4.4.

Note that the sensor employed in the field application is much longer, approximately 4 m. Issues of sensitivity and noise in the longer sensor are anticipated and discussed in Section 3.3.

Section 4.2 describes the design and construction of the fibre transducer and test beam and the use of a universal testing machine to supply the required deformation. The design and operation of the data acquisition and processing algorithm is discussed in Section 4.3. Section 4.4 discusses calibration of the embedded FFPI sensors based on the fringe counting technique. In addition to counting interferometric optical fringes the software effectively tracks the time derivative of the strain experienced by the sensing fibre. This information is useful for estimating the structural deformation profile.

4.2 Sensor Design

4.2.1 Transducer Construction and Sensor Assembly
The sensing element was embedded in an aluminium beam of dimensions (length 500 × width 59 × thickness 6 mm) that behaves elastically for central lateral deformations of up to a few millimetres. The laboratory arrangement of three point bending system
described in Section 3.7.1 is shown in more detail in Figure 4-1. Four ‘U’ grooves were milled along the length of the beam to allow sensors to be placed at nominal distances of 1.5 and 2.8 mm relative to the beam surface (Figure 4-2). The sensing length consisted of a jacketed fibre except for a 4 cm section of bare fibre where the in-fibre Bragg grating (near-end reflector) was written. Two, essentially identical, versions of the sensors were placed into two of the grooves, each at nominal depths of 1.5 and 2.8 mm. The grooves were then filled using Loctite S2 Metal Set with the sensing cavity positioned approximately midway along the length of the test beam. The fibre length between the structure and detector electronics was protected by a hard polymer jacket surrounded by kevlar material. The extended portion of polymer jacket and kevlar material immediately outside the structure was also glued to the structure to provide additional strength. After attachment, the beam surface was machined and polished to remove excess adhesive. A commercially available electrical strain gauge, namely a Micro-Measurements CEA-Series, was bonded to the underside surface of the aluminium beam to measure variations in the surface strain for various induced deformations.

Figure 4-3 shows the overall FFPI sensor assembly constructed for the laboratory trials.
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Figure 4-2: Cross-section of the aluminium beam showing position and depths of four 'U' grooves.

Figure 4-3: Laboratory sensor test arrangement showing optical arrangement, aluminium test beam, position of electrical strain gauge and direction of deformation.

The light was launched into the FFPI cavity via a four-port 50-50 coupler at port-1 (Figure 4-3). The FFPI optical cavity, of ~ 300 mm sensing length was spliced to port-3 of the coupler. The returning light from the interferometric sensing element passes through the coupler to a detector at port 2 (Figure 4-3). The unused coupler port (port-4) was null-terminated in index matching gel to prevent back-reflections from the air-glass interface entering the detector. The fibres and fibre components of this system were arranged using FibreNet fibre organisers.
4.2.2 Laser Source

It was shown in Section 3.3 that the minimum requirement for coherence length for this application is 8 m. The effect of laser frequency noise and amplitude noise on the output phase of an interferometric system have also been discussed in Section 3.3 and can be neglected for an interferometric system employing fringe counting techniques. The tolerable limits for frequency and amplitude noise, calculated from Equation 3-8 and Section 3-3, were shown to be ±25 MHz and ±25% respectively.

In operation, this sensor system requires a portable laser module. Fibre-coupled solid-state lasers have comparatively smaller dimensions than gas lasers and reduce the size of a box containing light launching optics. However, most solid state lasers have limited coherence length (few centimetres) and so solid-state devices are suitable only for fabricating FFPI systems with smaller sensing lengths.

The most common, portable and inexpensive gas laser is the He-Ne with operating wavelength of 632.8 nm. Typical He-Ne gas lasers have a discharge tube of around 10 – 50 cm in length and 30 mm in diameter with a power output in the range of 0.5 to 2.0 mW. Other gas ion lasers such as argon, krypton, xenon or He-Ar mixture are generally larger than He-Ne lasers and even less efficient. However, they can generate a few hundreds of milliwatts (not required for this application) at various visible, near infrared and ultraviolet wavelengths.

He-Ne lasers operating in the multimode regime have linewidths of approximately 1500 MHz, and a coherence length of about 0.2 m. On the other hand, He-Ne lasers operating in a single mode and stabilised to 1 MHz have around 1500 times greater coherence length, (up to 300 m) and are suitable for use with the long fibre Fabry-Pérot cavity used in this research.
These requirements were met by a Melles Griot frequency and intensity stabilized He-Ne laser source (CDR/IEC 825-1:1993 Class: IIIa/3B\textsuperscript{136}). It has the following specifications:

<table>
<thead>
<tr>
<th>Specification</th>
<th>1 minute</th>
<th>1 hour</th>
<th>8 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute frequency deviation peak to peak</td>
<td>±0.3 MHz</td>
<td>±2.0 MHz</td>
<td>±3.0 MHz</td>
</tr>
<tr>
<td>Absolute intensity deviation</td>
<td>±0.1 %</td>
<td>±0.2 %</td>
<td></td>
</tr>
<tr>
<td>Frequency versus temperature dependence</td>
<td>&lt; 0.5 MHz/°C</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The lifetime and long term stability of this laser were not evaluated during this research. For the anticipated application it would be necessary to run the laser source 24 hrs a day for its entire life. However, as the frequency stability requirement is ±25 MHz, no problems in this regard are anticipated.

In addition, a small percentage of back-reflected light from the interferometric configuration (particularly from splices and couplers in the system) could also generate unwanted optical frequency noise in the laser. An isolator was placed at port-1 of the coupler (Figure 4-3) to prevent these back reflections from disturbing the laser.

This sensor operates on the He-Ne wavelength of 632.8 nm. However, it is possible to adopt sources with other wavelengths by changing the specifications of optical coupler, sensing fibre and the Bragg wavelength of a grating in the sensing system. The type of optical coupler at the launching end should suit the laser wavelength. The type of sensing fibre used to fabricate the sensing length requires a single-mode fibre at the source wavelength. Thirdly, the in-fibre Bragg grating requires a change in its Bragg wavelength to match the new source wavelength. This requires significant modifications in aligning the prism interferometer that allows fabrication of the grating at a desired Bragg wavelength.
4.2.3 Detector Circuit

A high speed, low noise fibre optic PIN photodiode type OPF480 with peak response wavelength at 820 nm was used along with a suitable two stage transimpedance amplifier for this application. Two identical circuits were constructed and tested, thus allowing simultaneous comparison of two sensors. Input light was modulated at various frequencies and output voltages were recorded for each circuit. The pass-band of the receiver circuit has been set to eliminate low frequency drifts in the photocurrent associated with temperature changes and non-signal-related mechanical strain noise, and to filter out high frequency photocurrent noise above the expected signal band. Such high frequency noise is due to: acoustic pickup in the sensing element, electromagnetic interference and thermal noise in the receiver circuitry.

The bandwidth measurements of the detector electronics were carried out using a modulated 810 nm pig-tailed laser diode. The receiver output pass-band was adjusted to produce an output signal of around 1 V peak-peak. The input light was modulated at various frequencies and output voltages were measured. The measurement setup is shown in Figure 4-4. The output voltage level can be adjusted to achieve the desired signal using an appropriate gain factor in the amplifier circuit. The maximum gain of the AC amplifier (NE5532) electronics was 2200 at 10 kHz.

![Figure 4-4: Experimental setup for determining bandwidth of detector circuit.](image)

Figure 4-5 shows the output voltage as function of input optical modulation frequency for the detector circuit. The typical signal to noise ratio observed by the photodiode and amplifier is about 23 dB, and indicates that this noise level is negligible as compared
with the fringe amplitude. More specifically, the 3 dB roll-off frequencies are 30 Hz and 50 kHz (Figure 4-5).

![Figure 4-5: Frequency response of the optical detector circuit.](image)

4.3 Software Development

4.3.1 Introduction

As discussed in Section 3.7, a fringe counting algorithm was to be implemented. The development of that algorithm and the attendant issues are now discussed.

An initial algorithm developed for fringe counting was based on detecting zero-crossings in the data set. However, apart from fringes, this algorithm also detects low amplitude AC electronic noise which adds to the total number of fringes. The option of using a simple peak detection algorithm was considered but that detects and counts small amplitude peaks associated with noise. However, a variant of these that combines threshold and peak-detection eliminates small amplitude noise sensitivity yielding a more faithful total fringe count. However, such algorithms detect incomplete fringes
(multiple peaked fringes, as illustrated in Figure 4-6) in the data sets which are due to undesirable mechanical perturbations (explained in Section 4.4.2.1). This problem can be eliminated by considering both positive and negative peaks or, to put it another way, one complete fringe is considered to be a peak followed by a trough. However, as discussed in Section 4.3.4, this algorithm fails to detect these double fringes with significant amplitude variations.

![Figure 4-6: Multiple peaked fringes recorded by FFPI sensor due to induced mechanical instabilities in the test structure.](image)

A robust fringe counting algorithm was therefore developed based on threshold and positive / negative peak detection, the data ultimately being output in a two-column text file.

(a) Data Acquisition:
National Instrument’s AT-MIO-16E-1 data acquisition hardware was configured and controlled by software developed using LabView4.1. The laboratory software requires manual triggering on visual notification of an event. The program configures the hardware, acquires data and stops on the user’s command. During real-time acquisition,
the program saves data in a temporary file and this is further processed and saved after the acquisition stops. The software automatically generates date-time stamped filenames for saving raw and processed data sets.

(b) Data Processing:

The program reads acquired raw data from a temporary file and initially subtracts from each individual data value the average of all data values in that data set. It is necessary to eliminate low amplitude noise by setting two thresholds, one positive and one negative. In the present software, the thresholds are user defined for testing purposes, but in principle, determination of the threshold levels can be done in software. If the data point is greater/less than the relevant user-defined threshold, then the software considers that point as a starting position of a positive/negative peak. A positive/negative peak can be determined by calculating the maximum/minimum of the data values above/below the user-defined threshold values. The consecutive positive and negative peaks can then be tabulated. Starting from the first detected peak, the program counts one positive and one negative peak as a fringe.

4.3.2 Explanation of the Method

As an example of how the software works, the raw data from an initial field trial captured from a passing truck is shown in Figure 4-7. This test-set of 5000 data points was acquired with a sampling rate of 22050 samples/second; hence the data trace length is ~ 0.23 seconds. The program has detected 7 positive and 7 negative peaks (total 14 peaks) or in other words, 7 fringes detected for this particular event. Each data point in an array is numbered from 0 to n and called a data index of that particular data point. The first negative peak was detected at data index = 492 with amplitude approximately -13.3 units. As discussed in Section 4.3.1, the amplitude of the detected fringes has been averaged, and the first positive peak was detected at data index of 2318 with amplitude of ~ 16.6 units. These positions of positive (2318) and negative (2760) peaks can be termed as peak or trough indices respectively. As the program starts fringe counting from the first detected peak, the position of each positive peak is regarded as
the ‘fringe index’ for that particular fringe. The program determines and saves fringe amplitudes and fringe indices in a separate two-column file in text format.

![Figure 4-7: Output of typical fringe data showing complete data set, calculated average level for this particular data set, user-defined positive and negative threshold levels and detected positive and negative peaks.](image)

The duration of the data traces in the practical field situation (more detail in Chapter 5) varied from a minimum of 2 seconds (44100 samples) to several seconds, giving rise to very long single column data files. A large portion of the file contains noise-data before and after the event (not shown in Figure 4-7). This pre- and post- noise is removed manually, but as mentioned earlier, would be removed by software in a practical implementation. The data processing strategy rejects detailed fringe shape information that does not add significant information about the structural deformation. Thus in this particular case, Figure 4-7, the program processes 5000 points and saves indices and amplitude data in the format shown in Table 4-1. The total number of data pairs (in this case 14) are the number of detected peaks and provides information stemming from the change in length of an embedded sensing fibre. The first column of Table 4-1 can be processed to reveal the “frequency” information for the detected fringes. Fringe frequency, the inverse of the fringe period, is indicative of the rate at which the sensing fibre is being stretched and gives direct information about the rate of applied structural deformation. The second column of Table 4-1 shows relative amplitudes of the detected fringes. These fringe amplitudes are important for deciding threshold levels before the
fringe detection step in the software, and the fringe indices are important for calculating instantaneous fringe frequency as discussed in the next section.

Table 4-1: Program processes raw fringe data and stores peak indices and corresponding amplitudes in this format.

<table>
<thead>
<tr>
<th>Index</th>
<th>Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>492</td>
<td>-13.3</td>
</tr>
<tr>
<td>2318</td>
<td>16.7</td>
</tr>
<tr>
<td>2760</td>
<td>-11.3</td>
</tr>
<tr>
<td>3042</td>
<td>16.7</td>
</tr>
<tr>
<td>3293</td>
<td>-16.3</td>
</tr>
<tr>
<td>3522</td>
<td>11.7</td>
</tr>
<tr>
<td>3875</td>
<td>-20.3</td>
</tr>
<tr>
<td>4021</td>
<td>20.7</td>
</tr>
<tr>
<td>4095</td>
<td>-13.3</td>
</tr>
<tr>
<td>4228</td>
<td>19.7</td>
</tr>
<tr>
<td>4371</td>
<td>-15.3</td>
</tr>
<tr>
<td>4569</td>
<td>22.7</td>
</tr>
<tr>
<td>4670</td>
<td>-15.3</td>
</tr>
<tr>
<td>4813</td>
<td>21.7</td>
</tr>
</tbody>
</table>

4.3.3 Instantaneous Fringe Frequency Calculations

As discussed in Section 3.7.5, the variations in fringe frequency with time provide information about the rate at which the structure is deforming (strain rate). The instantaneous fringe frequency (Figure 4-8) gives a single-valued frequency as a function of time for the data set shown in Figure 3-22. The instantaneous frequency of peak and trough for each fringe in Hz was calculated by dividing the sampling rate, 22050 samples/sec, by the total number of points defining that peak or trough. For example, consider a fringe consisting of total 100 data points where the peak has 60 data points and the trough has 40 data points. The algorithm generates two instantaneous frequency points for that fringe as 367.5 Hz (for peak) and 551.25 Hz (for trough). The fringe frequency suffers some quantization error due the limited number of points per fringe, and a post-filtering step is used to smooth this quantization.
error. Figure 4-8 shows such post-filtering, a moving average filter, applied to the fringe frequency data obtained by processing the raw fringe data shown in Figure 3.22.

Figure 4-8: Instantaneous fringe frequency plot obtained by averaging the peak and trough frequency components in the raw fringe truck data shown in Figure 3.22.

4.3.4 Limitations

This algorithm has some problems in detecting incomplete (fractional) fringes and is susceptible to the relative amplitude variation of the fringes. The reasons for fractional fringes and the variation in fringe amplitude are discussed in Section 4.4.2.1. An example where the algorithm fails to detect a fringe due to significant variations in relative fringe amplitude is shown in Figure 4-9. The algorithm detects a positive peak detected at index 424 but fails to detect a negative fringe at index 462 which does not cross the user-defined threshold of -10 units. Thus the algorithm recognises this negative peak at index 462 as a part of amplitude variations and waits for the data trend to reach the negative maximum at index 544. This results it in missing another positive peak at index 511. Thus, the algorithm missed a negative and a positive peak or a complete fringe while analysing this particular data set. Therefore, this algorithm may fail to detect fringes where valid peaks (occasionally) fall below the preset threshold.
Figure 4-9: Example of the signal processing algorithm in operation, showing how it failed to detect this set of truck fringes with significant relative amplitude variations.

4.4 Sensor Characterisation

4.4.1 Test System Description

The test beam was configured as depicted in the photograph of Figure 4-10, in an Instron 8501 Universal Testing Machine, shown in Figure 4-11. The sensing system configured for laboratory trials is shown in Figure 4-12. The optical arrangement of the sensor was previously shown in Figure 4.3. During various laboratory trials, the sensor output was recorded and analysed while periodic deformations were applied to the mid-span region of the test beam.
Figure 4-10: Laboratory setup showing the three-point bending system, within the Universal Testing Machine.

Figure 4-11: Instron 8501 Universal Testing Machine.
4.4.2 Calibration

When the aluminium beam is subjected to various deformations, the surface installed electrical strain gauge determines the associated strain induced within the structure. In the first instance it is necessary to calibrate the electrical strain gauge before using it as
4.4.2.1 Electrical Strain Gauge Calibration

As mentioned in Section 4.2.1, an electrical strain gauge was bonded to the underside of the aluminium beam surface. This section investigates the performance of the electrical strain gauge by comparison with theoretical estimations calculated using Equation 3-12. This transducer beam was subjected to various triangular dynamic central deformations using the testing machine and the strain gauge output was recorded.

The electrical strain gauge output is linearly proportional to the central deformation applied to the test beam (Figure 4-13) with a correlation coefficient (R²) of 0.999. (The Linear Regression method shows the degree to which the strain gauge readings correlate with the applied deformations, in this case $R^2 = 99.9\%$.) Note that the magnitude of the compressive and tensile surface strains measured by the electrical strain gauge for an applied deformation is identical. In this case, the magnitudes of the measured strains were in agreement with theoretical estimations within a standard error of 1.9 με.

The uncertainties associated with the strain gauge and applied deformations using the testing machine were ±3% (for a single cycle) and ±0.01 mm respectively. The errors in the electrical strain gauge were obtained by comparing the output with the theoretical estimation explained in Section 3.7.1. The major affecting factors involve combinations of unknown parameters such as (a) mechanical instabilities, (b) variation in the assumed position of the neutral axis (midway between the top and bottom surface of the beam) due to the presence of other grooves and (c) glue thickness beneath the electrical strain gauge.
Figure 4-13: Measurements from surface installed electrical strain gauge readings compared with theory at various applied central deformations.

The applied deformation induces mechanical instabilities in the test structure due mainly to the vibration of the hydraulic pump used to actuate the machine. These instabilities, as measured by the surface installed strain gauge, are shown in Figure 4-14. The deformation cycle starts from the maximum deformed state of the test beam where the electrical strain gauge measures the maximum negative strain value, as it is bonded to the underside of the test beam. Therefore, the applied deformation and measured strain graphs are inverted compared to each other. Also, the positive and negative strain values shown in Figure 4-14 are due to the removal of the DC component, as explained in Section 4.3.1.
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4.4.2.2 FFPI Calibration

Theoretically, (from Section 3.2), one FFPI fringe is generated by ~ 0.273 μm change in the sensing fibre length. Therefore, the fibre-length change (ΔL) associated with N fringes can be given as ΔL = (N × 0.273) μm. The strain induced on the sensing length of 300 mm is ΔL/L = [(N × 0.273) μm / 0.3 m] = (0.91 × N) με.

Two FFPI sensing elements were embedded in the 6 mm thick aluminium beam, as described in Section 4.2.1. The test system was configured in such a way that one of the sensing fibres was placed very close to, but just off, the neutral plane to explore the response and noise in the low-sensitivity regime. Another sensing fibre was placed away from the neutral plane to provide a stronger signal for comparison. The test structure was pre-deformed at the centre of the three point bending arrangement shown in Figure 4-1 before applying the periodic deformation signal. The primary purpose of pre-deformation was to achieve good contact with the test beam and, secondly, to move into the linear range of operation. The expected strain profile as a function of various

![Figure 4-14: The test beam response measured by surface installed electrical strain gauge by applying a 2 mm peak to peak deformation signal at the rate of 5 Hz and 10 Hz using the testing machine. Mechanical instabilities in the test beam are apparent from the strain gauge profile.](image-url)
central deformations for two installation depths is presented in Figure 4-15 as obtained using Equation 3-12.

![Graph showing fringe counts vs. surface strain](image)

**Figure 4-15**: Average of fringe counts from the two different FFPI strain sensors in the aluminium beam as a function of peak strain, obtained from the surface installed electrical strain gauge, for periodic deformations of various amplitudes.

Periodic deformations of various amplitudes were applied, at a constant frequency of 20 Hz, and FFPI output fringes were recorded for both sensors. The total fringe counts were obtained using software described in Section 4.3. The average of the total number of output fringes (over several deformation cycles) is shown as a function of the peak surface strain, as measured by an electrical strain gauge, in Figure 4-15. The right hand Y-axis shows the inferred fibre peak strain values calculated from the total fringe counts \([0.91 \times N\) με]. Clearly the total fringe counts vary linearly with the measured surface strains and the straight line fit shows a correlation factor of 0.99 for both sensors.
A surface strain of 210 \( \mu \varepsilon \), induced by applying a central deformation of 2.00 ± 0.01 mm, gives \( \sim 105 \pm 3 \mu \varepsilon \) mid-way between the neutral plane and the surface of the test structure. The shallow FFPI sensor, installed at a similar depth, outputs 36 fringes for this deformation as shown in Figure 4-15. Thus, experimentally, the round trip phase-strain sensitivity for the shallow sensor is \( \Delta \phi / \varepsilon L = 3.59 \times 10^6 \text{ m}^{-1} \) which is 3 times lower than the expected value of \( 1.15 \times 10^7 \text{ m}^{-1} \) from Equation (3.7). The deep sensor has a phase-strain sensitivity of \( 1.02 \times 10^6 \text{ m}^{-1} \), which is \( \sim 10 \) times lower than the expected value. It is important to note, especially in the case of the deep sensor (located \( \sim 0.1 \text{ mm from the neutral plane} \)), that a very small discrepancy (\( \sim \pm 0.5 \text{ mm} \)) in the distance of the sensor from the neutral plane affects the sensitivity very significantly (up to a factor of 6). Hence, the distance of the embedded sensing fibres from the neutral plane determines their sensitivity to lateral bending, with sensitivity becoming zero for fibres that happen to lie exactly in the neutral plane, as recognised by others. In addition, there are other small errors including instrumental errors associated with the electrical strain gauge (\( \pm 3\% \)) and errors in the amplitude of the applied central deformation (\( \pm 0.01 \text{ mm} \)). Also, surface installed electrical strain gauge is a point sensor and monitors strain at a single point at the mid-span on the beam surface. However, embedded FFPI measures average strain along the sensing length at its depth. Therefore for a given distance from the neutral plane, the average strain should be less than the point strain, inferred from the surface installed electrical strain gauge measurements, at the mid-span of the test beam.

In the case of bonded fibre sensors, Lesco et al. compared the performances of an extrinsic fibre Fabry-Perot sensor and conventional resistive foil strain gauges. They demonstrated that the experimental results are in agreement with the theoretical strain-matrix concentration created in vicinity of the fibre. The extent of adhesion between the optical fibre sensing element and the test beam affects the reliability and performance of the sensor system. The fibre has an acrylite coating which is far less rigid than the glass fibre and the surrounding material. Thus, the strain measured by a length of fibre is less than the real strain on the surrounding material. Therefore, in this case the
strain measured by the electrical strain gauge gives the true strain on the test structure. In addition, the fibres are embedded in the grooves with a particular bonding material in such a way that they are parallel to the neutral plane. The strain transfer coefficients of the bonding material also affects the strain response of the fibre optic sensor. Moreover due to a non-uniform amount of bonding material along the length of a sensing fibre and beam, it is likely that the sensing element is not exactly parallel to the neutral plane. Also, as mentioned in Section 4.4.2.1, variation in the assumed position of the neutral plane (midway between the top and bottom surface of the beam) due to the presence of other grooves also affects the system. Therefore, it is necessary to determine the calibration factor for each of the embedded FFPI sensors by measuring its response relative to that of an electrical strain gauge.

4.4.3 Sensor Repeatability and Linearity

Sensor repeatability was investigated by counting the total number of fringes for several sinusoidal deformation cycles applied at constant amplitude of 1 mm and deformation frequency of 10 Hz. Figure 4-16 shows an example of the applied sinusoidal deformation cycle recorded from the actuator output of the testing machine and the corresponding fringe groups showing consistent fringe counts for the deformation and relaxation cycles. As the rate of applied deformation increases, the output fringe frequency increases gradually reaching maximum at around 0.5 mm deformation. At the transition point from the applied deformation to relaxation, an abrupt reduction in the fringe frequency is also apparent in Figure 4-16.
Figure 4-16: Shallow FFPI output fringes obtained from a 1 mm deformation at the centre of the aluminium beam using the testing machine at a deformation rate of 10 Hz.

Figure 4-17 shows deformation-relaxation fringe counts for 10 consecutive cycles for a constant applied deformation amplitude of 1.25 mm at a frequency of 20 Hz, as a function of cycle number (total 10 cycles). For each cycle a pair of bar graphs is shown; the left and right of each pair represents compression and relaxation fringe counts observed at a deformation frequency of 20 Hz respectively. It can be noted that the total fringe counts remain consistent within ±2 fringes for several applied structural deformation cycles and independent of the applied deformation frequency. The independence of the fringe counts to frequency was expected, but it was thought prudent to check that the hardware filter or the acquisition algorithm was not influencing the fringe count in the frequency area of interest.
Sensor linearity was also tested by counting the total number of fringes obtained for various central deformation amplitudes between 0.25 and 2 mm. The total number of fringes was found to be consistent within 1 to 2 fringes (Figure 4-18) subject to limitations of the acquisition algorithm; see Section 4.3.4. This shows that the FFPI sensor gives consistent measurements for structural deformation and relaxation without any significant hysteresis.
Figure 4-18: Fringe counts during deformation and relaxation of the shallow FFPI sensor for a single deformation and relaxation cycle, for various central deformations.

Figure 4-19 shows a graph of a calibration factor, the ratio of the number of fringes to the magnitude of the central deformation (fringes/mm), as a function of the central deformation as measured by the shallow FFPI sensor, and obtained from the data in Figure 4-18. The average of ~ 17.8 fringes/mm remains constant for the applied deformation frequency of 20 Hz.
4.4.4 Effect of Sinusoidal and Triangular Deformation Profiles on the Output Fringe Patterns

These tests assess the ability of the sensor to determine the deformation profile from the fringe frequency information.

As structures can deform randomly under the action of random perturbations of any amplitude, it was important to investigate the sensor response for various deformation functions. During these experiments, the aluminium test beam was subjected to sinusoidal (Figure 4-20) and triangular (Figure 4-21) deformation functions at various frequencies and the output fringe patterns were recorded and analysed. The mechanical instabilities (explained in Section 4.4.2.1) induced by the testing machine on the test structure have already been observed in the measurements recorded from the surface installed electrical strain gauge (Figure 4-14). Furthermore, sudden minor changes in the direction of structural deformation due to these mechanical instabilities also induce
variations in the output FFPI fringe amplitudes (Figure 4-20) and lead to incomplete or rapidly reversing fringe patterns.

Figure 4-20: Processed and detected fringe data for shallow FFPI sensor obtained by applying a sinusoidal deformation to the test beam.

The electronic bandwidth of the detector circuitry also contributes to fringe amplitude variations and is evident at the turning points of the applied mechanical deformation.
waveform. As the mechanical waveform approaches the peak value, the rate of deformation reduces gradually from a constant value to zero (Figure 4-20). This reduction of deformation frequency reduces the fringe rate to zero and the electronic filter reduces the fringe height. This effect separates the deformation and relaxation cycle of the test structure visibly in Figure 4-20. However, a similar effect is not very evident in Figure 4-21 as the mechanical deformation cycle has a triangular shape, and so there is a rapid transition from deformation to relaxation and vice versa.

4.4.5 Estimation of Applied Deformation Profile using Fringe Frequency

This section uses the change in output fringe frequency to estimate the shape of applied deformation profiles.

When the beam was subjected to sinusoidal deformations (Figure 4-20) the fringe frequency increases to a maximum for the highest slope of the applied deformation function. On the other hand, the fringe frequency reduces to a minimum for the minimum slope of the applied deformation cycle. Therefore, the phase difference between the processed FFPI signal and the electrical signal is 90°. Figure 4-22 shows the applied sinusoidal deformation profile and the strain profile obtained by processing the instantaneous fringe frequency data recorded from the FFPI sensor, confirming this expectation.
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Figure 4-22: Comparison between structural strain profile obtained by processing the fringe frequency and electrical strain gauge. This data was recorded for 1 mm central deformation.

The FFPI signal shows high-frequency variations in the individual peaks and troughs. These high-frequency noise components are about 1/6 as large and at frequencies similar to the optical fringe rate. This is easily noticeable at the peaks of the processed FFPI signal (Figure 4-22) and was expected (Section 4.3.3). It is caused by variations in the instantaneous fringe frequency, which in turn is caused by the undesirable structural instabilities induced by the testing machine.

The FFPI response was also investigated by subjecting the test beam to triangular deformation functions. Figure 4-23 shows the triangular deformation profile of the actuator applied to the test beam and the resultant FFPI sensor response. When the test beam was subjected to triangular central deformations, the slope of the deformation profile was constant and therefore, the fringe frequency (in this case ~ 1000 Hz) was constant during both, deformation and relaxation of the test beam (Figure 4-23). Hence, the sensor response shows a square wave profile when the structure is subjected to triangular deformations. Figure 4-24 shows an applied triangular deformation and the processed FFPI response. The plot shows amplitude variations in the processed FFPI
signal just after each sudden transition. This is a real effect in the turning points of the applied triangular deformation waveform caused by the mechanical system failing to produce an ideal triangular deformation.

![Graph showing detected fringes from shallow FFPI sensor](image)

**Figure 4-23:** Output of the data processing algorithm showing detected fringes from shallow FFPI sensor by applying a triangular deformation to the test structure using the testing machine.

![Graph comparing structural deformation](image)

**Figure 4-24:** Comparison between structural deformation profile obtained by processing the FFPI fringe data in Figure 4-23 and an applied triangular deformation function.
The method of calculating the instantaneous fringe frequency is explained in Section 4.3.3. As discussed in Section 4.4.2.2, each fringe represents approximately 0.268 μm change in the length of the sensing fibre and the number of points defining each fringe (fringe resolution) changes with changes in the fringe period. Hence the strain resolution varies from one fringe to the next in a single data trace. The maximum detectable rate of change in the sensing length can be determined for a given minimum number of sample points for a fringe, as follows:

\[
\frac{22050 \text{ samples/s}}{\text{fringe}} \times 0.268 \frac{\mu m}{\text{fringe}} = \frac{5909.4 \mu m}{\text{fringe} \text{s}}
\]

Figure 4-25 shows typical fringe data recorded by bending the test beam at a frequency of 20 Hz. The mechanical vibrations induced by the testing machine affect the fringe shape. However, approximately 14 – 16 data points per fringe were observed in this case. The minimum observed fringe was 14 points/fringe which gives \(422.1 \mu m/s\) and therefore, the maximum detectable change in strain of the 0.3 m sensing length is 

\[
\frac{422.1 \mu m/s}{0.3 m} = 1407 \mu e/s.
\]

This indicates that for this particular data set, the FFPI sensor is detecting dynamic strains (rate of change of the sensing length) of the order of 1407 Hz or 1 kHz. Better strain resolutions at higher deformation rates can be achieved by using higher sampling rates and expensive data acquisition hardware.
Thus, the FFPI response was studied by applying various deformation functions to the test beam. From the discussion in the previous paragraphs it is clear that this sensor has the ability to determine the shape of an applied deformation profile. This property of the sensor is useful for determining the shape of a pavement deformation profile (Section 5.7.2).

4.4.6 Strain Sensing Limitations of the Laboratory Experiments

This sensor monitors dynamic structural strain profiles at various deformation frequencies. In these measurements the sensor output was obtained by deforming the test beam at various frequencies using the testing machine. As discussed above, the dynamic response of the FFPI sensor is linear with applied sinusoidal deformation and the fringe count is independent of frequency in the range of 5-20 Hz. In this test the FFPI output was recorded by applying deformation frequencies above 20 Hz. This allows investigation of the FFPI sensor response at higher deformation frequencies.
Figure 4-26 shows the plot of normalised number of total FFPI fringes and amplitude of the periodic deformation signal as a function of various deformation frequencies applied using the testing machine. At low deformation frequencies, ~ 30 Hz, the FFPI fringe frequency decreases below the lower limit of the electronic filtering circuit that reduces the fringe amplitude significantly. On the other hand, for deformation frequencies above ~ 25 Hz, the applied deformation signal is distorted significantly. Finally, the testing machine gradually reaches its mechanical limit at ~ 50 Hz; Figure 4-27 shows a deformation profile as the testing machine reaches its mechanical limit and the corresponding FFPI fringe patterns. As the rate of deformation increases, the mechanical limit of the applied deformation profile gradually affects the quality of the FFPI fringe patterns. In these cases, the software fails to detect the affected fringes and the FFPI sensor response follows a similar trend to that of the testing machine data shown in Figure 4-26. Moreover, at higher deformation frequencies, apart from the higher frequency limits of the electronic filter, ~ 50 kHz, the FFPI sensing performance is limited by the capability of the data acquisition system. In this particular case the maximum sampling rate of the hardware is 1 MHz.

**Figure 4-26:** The frequency response of the testing machine and the FFPI sensor showing how the testing machine reaches its mechanical limit at a deformation frequency of ~ 50 Hz.
4.5 Summary

The FFPI sensor was developed and investigated for its response by conducting various tests in a controlled manner.

Laboratory transducers consist of 300 mm FFPIs with the launching end reflector being an in-fibre Bragg grating and gold coating as the far-end. Two FFPI sensing elements were embedded in an aluminium test beam (length 500 × width 59 × thickness 6 mm) and their responses were compared with the output of an electrical strain gauge (error ±3%) installed on the surface of the test beam using a three-point bending configuration. The test beam was deformed (error ±0.01 mm) at its centre using the testing machine. The electrical strain gauge response was found to be linear as a function of applied central deformations of various amplitudes. The surface strain of 210 με was measured by the electrical strain gauge for the maximum applied central deformation of 2.00 mm. These tests also revealed that hydraulic actuators of the testing machine generate undesirable mechanical instabilities in the test beam.

National Instrument’s LabView4.1 was used for developing the software for acquiring, processing and storing FFPI output data. The processed data in the form of fringe
amplitudes and fringe positions versus time for each event were stored in separate files.

As this sensor operates in the fringe counting regime, the software was developed only for detecting complete fringes and rejects occasionally generated fractional fringes produced by the relative amplitude noise in the fringe data, which in turn was induced by the mechanical instabilities generated by testing machine. Hence the resolution of this software in counting the total number of output fringes is ±1 fringe.

The FFPI was calibrated by counting the total number of fringes obtained for various applied central deformations. A total of 36 interferometric fringes were observed for a shallow sensor when the maximum applied central deformation was 2.00 mm. The surface mounted electrical strain gauge measured ~ 210 με for this deformation. The inferred strain for the shallow sensor installed mid-way between the neutral plane and the beam surface was calculated using Equation 3-12 as 105 με. Therefore the shallow FFPI sensor has a calibration factor of ~ 3 με/fringe and produces an uncertainty of ~ ±1.5 με considering that the FFPI has an error of ±1 fringe.

The sensor repeatability was studied by counting the total number of output fringes for several deformation-relaxation cycles at a constant applied deformation amplitude and frequency. The fringe count error was found within ±2 fringes which is imposed by the software code and the inability of the software to detect occasionally generated fractional fringes in the data set. The total number of fringes counted for a single deformation-relaxation cycle was observed without any significant hysteresis for various deformation amplitudes and frequencies. At higher deformation frequencies above ~ 50 Hz, the amplitude of the testing machine signal gradually decreases affecting the output FFPI fringe quality and hence the fringe counting algorithm.

The instantaneous fringe frequency of the output FFPI fringe data was used for estimating the applied signal profiles (in this case sinusoidal and triangular) used for deforming the test beam. The phase of processed FFPI output for deformation-relaxation cycles was observed to be 90° out of phase to the phase of an applied deformation signal with ~ 16% peak to peak amplitude variations generated by the irregularities in the instantaneous fringe frequencies.
CHAPTER 5

RESULTS

AND

DISCUSSION
5.1 Introduction

As hypothesised in Section 3.7.3, a heavy vehicle travelling along a highway depresses the highway pavement vertically, compressing the sub-layers, which react by expanding horizontally. A fibre optic Fabry Pérot interferometer embedded at a given depth below the surface and oriented across the traffic lane, responds by producing optical fringes whose frequency varies linearly with the instantaneous rate of lateral expansion or contraction of the sub layers.

As discussed in Section 3.7.2, the compression and relaxation at depth is essentially an elastic process; vehicle-induced deformations are expected to be roughly linear with applied load. So the compression and relaxation processes ought to be symmetric for each individual axle. An axle in isolation passing over the sensor should produce two groups of fringes - those occurring during the compression phase and the same number in principle occurring during the relaxation phase. The total fringe count should scale linearly with the axle load. Therefore, it might be expected that the total accumulated fringe count for a given vehicle should also scale roughly linearly with its gross weight. A simple operating algorithm, based on this assumption of linearity, would be to divide the total fringe count for each vehicle by a calibration factor (in fringes per tonne) to deduce the total vehicular weight. One would determine this calibration factor for each sensor experimentally by acquiring fringe counts for a series of vehicles of known weights and performing a simple linear regression on the data. As discussed in Section 5.5.6, a simple calibration factor cannot be strictly applied because of the variety of axle configurations and spacings in normal traffic. As discussed in Section 3.7.2, a more sophisticated model based on overlapping Lorentzian distributions is a better approach.

The assumption of linearity was tested for many heavy vehicles by correlating total fringe counts with their gross weights determined simultaneously by CULWAY system (Section 5.2) designed by the Australian Road Research Board (ARRB). Also for a test set of trucks, weights were measured independently axle-by-axle on a traditional static weighbridge unit known as an Electronic Mass Unit (EMU) located nearby.
The reliability of the CULWAY sensor was confirmed by separate comparison with the EMU device, showing agreement within about 1%, as described in Section 5.2.2. For the remaining tests, therefore, the CULWAY was treated as the standard against which the single-transducer fibre Fabry-Pérot interferometric (FFPI) sensor was calibrated for WIM applications. The installation details for the FFPI sensor are discussed in Section 5.3.

Section 5.4 explains the generic error factors affecting the FFPI output. The analysis described in Section 5.5 discusses FFPI output fringe patterns and assesses the viability of the single-transducer FFPI sensor system for WIM applications. The calibration factors were obtained for heavy vehicles with various axle configurations by correlating the total FFPI fringe counts with CULWAY records. A Lorentzian model was developed to allow for the fringe count dependency on the axle separation.

As discussed in Section 3.7.5, the fringe data can also be used for estimating the rate of applied structural deformations. The output fringe frequencies are directly proportional to the rate of vehicle induced deformation in the pavement structures. Section 5.6 formulates the deformations induced by multiple axles from the single-axle pavement-deformation profile. The effect of axle separation and loading trends on output fringe counts is discussed in Section 5.7. Correction of the total fringe counts based on the Lorentzian model (above) is also discussed.

5.2 CULWAY System Verification

5.2.1 Introduction

The Single Lane CULWAY (SLC) system provides information on each passing vehicle including gross weight, axle configuration, axle distances, weight of each axle group and speed. The basic weighing mechanism is based on the use of a culvert as the transducer. Several strain sensors are mounted on the ceilings of an existing box culvert. The strain sensor positioning within a lane follows the guidelines outlined by Scott^{158}. The CULWAY system also includes two piezo-electric axle
detectors installed 10 metres apart from each other. A microprocessor based data acquisition and processing system acquires strain gauge and axle detector readings and processes them to estimate the vehicular parameters. The data and time logged vehicular information is registered automatically in the onsite computer system. The SLC system can be modified and configured as a Multi Lane CULWAY (MLC). Unlike SLC, the MLC system is normally used at a permanent site and requires mains power and telephone connection. The MLC computer system has a number of built-in performance monitoring and diagnostic facilities such as (a) automatic generation and faxing of a weekly status report to the site supervisors and (b) monitoring status of strain gauges and axle detectors.

5.2.2 Analysis of CULWAY Reliability

During field trials 12 heavy vehicles were selected and measured by a set of EMU, CULWAY and FFPI sensors at a single location (Pakenham, Victoria). This section compares the performances of the CULWAY and EMU systems. Figure 5-1 shows the weight of 12 vehicles measured by CULWAY as a function of EMU records. A very good linear fit gives a correlation ($R^2$) value of 0.99 for the CULWAY sensor.

**Figure 5-1:** Gross vehicular weights recorded by CULWAY system as compared with those recorded by EMU system for identical vehicles.
The CULWAY calibration (within error margins of ±2%) was obtained by investigating 12 truck signals. During the data processing time, it also identifies and records the number of vehicles missed by the data processing unit of the sensor. Therefore, the CULWAY system was used with confidence as the standard against which the FFPI WIM sensor was calibrated.

5.3 Field Sensor Installations

The FFPI sensors were installed in boreholes in an east-bound lane of the Princes Highway near an existing CULWAY site just outside Pakenham, Victoria. The sensors were laid in a 4-metre long aluminium U-section. The U-section was then filled with an epoxy for borehole installations at 800 mm below the road surface. The U-sections embedded within these boreholes were mechanically coupled to the surrounding sub-base by back-filling with a special cement grout. All the sensors were long enough for one lane sensing of the highway. A schematic of the sensor installation is given in Figure 5-2.
Figure 5-2: Schematic of FFPI sensor configured for the field tests showing installation details.

As with any optical system, the major challenges in the field are optical alignment, environmental insensitivity, ruggedness and maintenance of the whole assembly along with portability. It proved advantageous to place the launch and detection optics and electronics within a single metal box, with connectorised components wherever possible, so that the sensing elements could be attached and removed with ease in situ. The fibre components used for the assembly were carefully placed in appropriate fibre organisers. Also, care was taken to prevent the stabilised He-Ne laser from overheating.

A number of field trials of the FFPI WIM sensor were performed over several months, to gauge its accuracy and repeatability by comparison with independent WIM sensors installed at the Pakenham site.
Preliminary field trials were carried out for eliminating on-site problems and checking initial functionality of the overall sensor assembly. During this phase, FFPI sensor responses for trucks with typical axle configurations of 1-1, 1-2 and 1-2-3 were recorded. The terms are explained in Table 5-1.

**Table 5-1:** Explanation of trucks with various axle configurations. AG means Axle Group.

<table>
<thead>
<tr>
<th>Truck with 1-1 axle configuration</th>
<th>AG1</th>
<th>AG2</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Truck with 1-2 axle configuration</th>
<th>AG1</th>
<th>AG2</th>
<th>AG3</th>
</tr>
</thead>
</table>

| Truck with 1-2-3 axle configuration | AG1 | AG2 | AG3 |

5.4 Error Sources

The FFPI strain sensor developed during this project is based on the fringe counting regime. As discussed in Section 3.7.3, the basic assumption is that Poisson’s ratio is the dominant coupling mechanism to the sensor. For a given pavement material, Poisson's ratio is constant and typically ~ 0.4. However, the Poisson's ratio changes due to variations in the loading frequency and temperature. Section 5.4.1 estimates the error in the total fringe counts due to these variations for various longitudinal (vertical) deformations.

The counting algorithm has a resolution of ±1 fringe (Section 4.3). This error depends on capability of the program code to identify a group of points as a fringe. Moreover, the fringe shape is affected by random structural vibrations and electronic
filter response. The effect of fringe frequency and amplitude variations on estimating the total fringe counts is discussed in Sections 5.4.2 and 5.4.3 respectively.

5.4.1 Effect of Change in Poisson’s Ratio on Total Fringe Counts

The loading frequency is a measure of how often a pavement undergoes loading and depends on the distance between axles and the speed of the vehicle. For example, consider a 1-1 axle configuration in which two axles are separated by ~ 1 m. If the vehicle moves with a speed of 1 m/s then, the time delay between the two axles reaching the sensing element is 1 s and hence the loading frequency is 1 Hz. In reality, each truck contains multiple axles and the distance between individual axles varies. Hence, the loading frequency changes significantly for a given truck, except for a 1-1 axle configuration moving with a constant speed. The axle distance and speed data for each truck were obtained from the CULWAY records. Table 5-2 shows the method for calculating minimum and maximum loading frequencies and the expected variations in the loading frequencies for 1-1, 1-2 and 1-2-3 axle configurations.

The variations in Poisson’s ratio were determined from the plot shown in Figure 3-18 at 11, 25 and 40 °C. Table 5-3 shows the values of Poisson’s ratio and corresponding variations in the fringe counts. At lower loading frequencies and temperatures (11 °C), as mentioned in Section 3.7.4, the value of Poisson’s ratio was assumed as 0.4. However, at higher loading frequencies and temperatures the Poisson’s ratio decreases. The minimum value of Poisson’s ratio was obtained as 0.09 for the higher loading frequencies (~ 14 Hz). At higher temperatures (~ 40 °C) the Poisson’s ratio changes for all the configurations. The data presented in this thesis were recorded near Melbourne, Australia in the month of January and February (summer season). Therefore, the approximate road temperature during daytime can be estimated to be in the range of 35 to 40 °C. Average total fringe counts for each axle configuration were calculated from Section 3.7.4 and shown in Table 5-3 for three different temperatures. Assuming constant average vehicular speed of ~ 21.5 m/s with average axle separation of 5.8 m (according to CULWAY records), a 1-1 configuration does not show any variations, as the loading frequency remains constant for constant pavement material temperature. However, significant
change is estimated for elevated temperatures of ~ 40 °C. For any given vehicle with 1-2 and 1-2-3 configurations, variation in the total fringe count is a maximum at 25 °C. This effect of change in pavement characteristics on the total fringe counts can be used to estimate the approximate variation in the correction factor for the sensor calibration based on the seasonal pavement conditions.

**Table 5-2: Loading frequency calculations using vehicle speed and axle separation.**

<table>
<thead>
<tr>
<th>Axle configuration</th>
<th>Loading frequency calculations</th>
</tr>
</thead>
</table>
| **Axle configuration 1-1** | Loading frequency (Hz) = \( \frac{\text{speed} \ (\text{m/s})}{d_{12} \ (\text{m})} \)  
Speed range: 16 m/s to 22 m/s  
Axle separation range: 4.1 m to 6.6 m  
Average loading frequency for 1-1 configuration = 3.7 Hz |
| **Axle configuration 1-2** | Minimum loading frequency (Hz) = \( \frac{\text{speed} \ (\text{m/s})}{d_{12} \ (\text{m})} \)  
Maximum loading frequency (Hz) = \( \frac{\text{speed} \ (\text{m/s})}{d_{23} \ (\text{m})} \)  
Average minimum loading frequency for 1-2 configuration = 4.6 Hz  
Average maximum loading frequency for 1-2 configuration = 14. 1 Hz |
| **Axle configuration 1-2-3** | Minimum loading frequency (Hz) = \( \frac{\text{speed} \ (\text{m/s})}{d_{12} \ (\text{m})} \)  
Maximum loading frequency (Hz) = \( \frac{\text{speed} \ (\text{m/s})}{\text{minimum of } d_{23} \text{ and } d_{34} \ (\text{m})} \)  
Average minimum loading frequency for 1-2-3 configuration = 3.0 Hz  
Average maximum loading frequency for 1-2 configuration = 15.5 Hz |
Table 5-3: Variations in the total fringe counts estimated at various loading frequencies and Poisson’s ratios at three different temperatures.

<table>
<thead>
<tr>
<th>Truck axle configuration</th>
<th>Loading frequency (Hz)</th>
<th>Poisson’s ratio at various temperatures</th>
<th>Average total fringe counts calculated for pavement deformation of 0.01 mm using Equation 3-14 at various temperatures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>11°C</td>
<td>25°C</td>
</tr>
<tr>
<td>1-1</td>
<td>3.7</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>1-2</td>
<td>Min = 4.6</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>Max = 14.11</td>
<td>0.40</td>
<td>0.25</td>
</tr>
<tr>
<td>1-2-3</td>
<td>Min = 3.0</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>Max = 15.49</td>
<td>0.40</td>
<td>0.25</td>
</tr>
</tbody>
</table>

5.4.2 Fringe Frequency Noise

Random variations in the fringe frequency were absent in the data recorded during the trials carried out under a controlled laboratory environment; however in the field, this is not the case. As discussed in Section 3.7.5, fringe frequency depends on the frequency of structural deformation. Significant frequency variations observed in all field data sets suggest that the pavement structure suffers from random deformations at various rates during the truck passage. As the vehicle approaches the sensing element, the frequency of the fringes gradually increases and as the vehicle bounces randomly, the fringe frequency varies accordingly. Such noise was typically observed in most of the fringe data during rapid and random transitions from compression or relaxation of the pavement material.

Figure 5-3 shows how typical frequency noise affects the fringe frequency by 50% at the start of the data trace before the first axle arrives on the sensor. Some evidence of frequency noise was also observed in the fringe data recorded between the passage of more than two individual axles combined as a single axle group. Each axle in an axle group has its own dynamic motion which induces random deformations in the pavement. A typical axle group of three axles clearly shows such frequency noise, i.e. around 50 to 60% variations in the fringe frequency (Figure 5-4).
Figure 5-3: Example of the FFPI data trace showing how random phase noise resulted in around 50% variation in the fringe frequency.

Figure 5-4: FFPI sensor data recorded during the compression induced by the third axle group which consisting of three axles. The phase reversal of the pavement deformation alters the fringe frequency by 50 - 60%.
As discussed in Section 3.7.5, the fringe frequency is directly proportional to the rate of structural deformation. Therefore, the random fringe frequency variations observed in the field data results from abrupt vehicle induced deformations in the pavement structure.

5.4.3 Amplitude Noise

Amplitude noise was mainly observed in the fringe data obtained at the start of a compression or relaxation cycle. This resulted from the combination of (a) the frequency dependence of the electronic filtering circuitry and (b) random or rapid phase reversal of the pavement deformation (Figure 5-5) especially evident from truck bouncing. If the truck is bouncing, and the frequency of bouncing is in phase with the lateral deformation of the pavement, then sudden variations in the fringe frequency are possible and were observed in many data sets. The detector bandwidth limitations (30 Hz – 50 kHz) affect these frequency variations and result in amplitude variations.

*Figure 5-5: Example of FFPI data, showing how amplitude noise in the field data is mainly observed during a phase reversal of the pavement material.*

The fringe frequencies ranging from 10 Hz to 100 Hz are comparable to the lower cut-off frequency of the electronic filtering circuit. As the truck approaches the sensing region, the fringe frequency gradually increases (Figure 5-6). During this period, the bandwidth of the electronic filtering circuit affects the amplitude of low frequency fringes, introducing amplitude noise in the fringe patterns. The threshold
for fringe counting can be defined manually so as to largely reject errors arising from the amplitude noise.

![Graph showing fringe amplitude variations](image)

**Figure 5-6: Fringe amplitude variations were observed as a truck approached the embedded FFPI sensing element**

### 5.5 Assessing Viability for WIM Sensing

The field version of the FFPI sensor, a 4 m gauge length embedded 800 mm deep in the subgrade, is expected to output optical fringes proportional to the lateral deformations in the subgrade structure. This section provides a general discussion of the output fringe patterns and gross features of the sensor output.

#### 5.5.1 Output Fringe Patterns

As a truck travels along the highway, the moving multi-axle load induces a deformation-wave in the road that propagates with the truck, imparting to the underlying road layers a combination of compression and expansion and shears in three dimensions. The road is designed to suffer negligible damage from individual vehicles. Therefore it is possible to conclude that the vehicle-induced strains are small compared to the plasticity limit for the road base. Also, within the multi-layered pavement structure, the characteristic time scales of the resultant structural disturbance are lower than the propagation time of the disturbance from one layer to another. Hence, the amplitude for all strain components is expected to vary
approximately linearly with the applied load. Thus, as explained in Section 3.7.2, if
the loads for all wheels were doubled, all else being unchanged, the resulting strain-
wave amplitude would be expected to double.

Hence, primarily it might be construed that the total amplitude of the travelling wave
should scale linearly with the aggregate axle load. However, it should be noted that
the travelling wave is actually a superposition of various stress fields excited by
individual axles, so a load redistribution would change the travelling wave pattern,
even if total (aggregate) load was unchanged. Hence, the strain-wave amplitude is
not expected to vary exactly linearly with aggregate truck weight.

There is mechanical damping in the surface and sub-layers due to microscopic
energy dissipation by electro-chemical inter-particle forces and interstitial fluid-
substrate interactions. The stress distribution of a typical pavement material at
various depths and under the action of a heavy vehicle was discussed in Section
3.7.4. This damping is unavoidable and necessary in any case, or else roads would
vibrate excessively and be damaged. The damping is expected to introduce a variable
dynamic component to the travelling wave, that will alter the form of the wave for
different truck velocities, for example. As a first approximation, however, the
velocity-dependent component could be regarded as a relatively small perturbation to
the quasi-static strain distribution that would result from a stationary truck.

The concept of fringe groups associated with structural compression and relaxation
was discussed in Section 3.7.2. The total load on the pavement exerted by a moving
vehicle is the sum of the individual static loads induced by each axle of that truck
and the forces generated by the dynamic action of the truck movement. Choosing a
suitable sensor-installation site can reduce the possibility of generating tractional
forces due to acceleration, deceleration and turning movements of the vehicle.
However, vehicle induced dynamic effects will affect the sensor behaviour despite of
the choice of the installation site. Figure 5-7 shows typical FFPI fringe data recorded
during a truck passage (axle configuration 1-2-3). The sensor has recorded the data
for 4 seconds. A close view of the ‘useful data’ associated with truck showing individual fringe quality is presented in Figure 5-7.

**Figure 5-7:** (a) Typical FFPI fringe data obtained as a 1-2-3 truck passed over a sensor (b) Detailed view of the ‘useful’ fringe data showing individual fringe quality.
5.5.2 Formation of Fringe Groups

The “useful” portion of Figure 5-7 is reproduced in greater detail in Figure 5-8. These data show that the truck-trace recorded using the FFPI WIM sensor consisted of various groups of fringes. The fringe-group FG1 (in Figure 5-8) is induced by the first axle of an approaching vehicle and represents pavement compression. The small time interval between the end of the first fringe group, FG1, and the start of the second fringe group, FG2, represents the approximate time during which the axle was directly over the sensor. In other words, this also represents the amount of pavement deformation due to the arrival of that particular axle. The axle positions were confirmed in a field test by the use of axle detectors. Similarly, FG3 and FG4 represent the corresponding pavement compression and relaxation induced by the second axle group. A similar fringe-group-trend was obtained from the third axle-group (not shown in Figure 5-8).

Theoretically, as discussed in Section 3.7.2, for an ideal isolated single axle, FG1 and FG2 should consist of the same number of fringes because, pavement compression (assigned to FG1) and relaxation (assigned to FG2) should be of similar magnitudes. Previous studies of optical fibre weigh-in-motion sensors based on polarimetric fringe patterns found that the similar number of fringes was observed for increasing and decreasing load. However, Figure 5-8 shows that the number of fringes in FG1 is not equal to (greater than, in all cases) the number of fringes in FG2. When an axle approaches the sensor, the fringe groups associated with the neighboring axle-group overlap with it to form a complex axle signature; as discussed in Section 3.7.2.
In addition, the sensor output is also affected by the non-linear behaviour of the pavement material under the action of a dynamic strain.

Hence, a truck configuration with 1-1 axle configuration will result in four overlapping fringe groups. A truck with axle configuration 1-2 (i.e. total three axles with each axle producing two fringe groups) will give rise to six overlapping fringe groups. Therefore, the overlapping nature of the fringe patterns implies that a truck with a complex axle configuration will produce more complicated combinations of fringe-groups. One of these complex patterns (Figure 5-9) shows the fringe data of the heaviest truck (61.9 tonnes, as recorded by the CULWAY system) with an axle configuration of 1-2-3-3 and 524 fringes recorded by the FFPI-WIM sensor.

**Figure 5-8:** A close look at a typical 1-2-3 truck trace from Figure 5-7 showing the first four fringe groups (FG1, FG2, FG3 and FG4).

**Figure 5-9:** FFPI fringe data produced by the heaviest vehicle during these measurements, illustrating the complexities of such data.
Thus, each axle produces a non-localised deformation of the sublayers, and these deformations can overlap at the depth of the sensor. In the overlap regions, where multiple axles are influencing the sublayers, the road does not relax back to its initial state completely, especially if the axles are closely spaced. Hence, as discussed in Section 3.7.2, we might expect a reduction in fringe number during the incomplete relaxation and compression phases between closely spaced axles. Moreover, this is likely to affect the fringe counts obtained from heavy vehicles with many closely spaced axles more than those obtained from light vehicles with a few widely spaced axles.

The fringe-groups observed were formed by extension and relaxation of the FFPI sensor due to the compressive load-wave induced by various axles of the track. The first axle of the track shows more distinct fringe groups because there is minimum interference from any of the other axles. Also the weight of the first axle is almost constant. Thus, as the number of axles in an axle-group (closely placed number of axles) increases, the complexity of the interaction among the individual axle-fringe-groups increases. The resultant complex fringe patterns reduce the number of fringes per axle by the process of overlapping, and introduce errors in the fringe detection process and hence in the total fringe counts (more details in Section 5.7.3). Apart from these inherent error sources, other influencing factors are discussed in Section 5.4.

This section discusses an initial attempt to calibrate FFPI sensor based on the total fringe counts. Furthermore, it also gives an opportunity to compare the FFPI sensor performance with an existing non-fibre commercial WIM sensing system (CULWAY). The analysis of the CULWAY reliability was described in Section 5.2.2. This investigation will lead to the most important milestone of the present research by evaluating the feasibility of the proposed single transducer FFPI sensor for WIM applications.
5.5.3 FFPI Calibration using CULWAY Sensor

The first field trial occurred on 23 January 1998 at the Pakenham site. This site was located next to an existing CULWAY WIM sensing unit. The sensor was calibrated by comparing its output with the output of the CULWAY system. A bore-hole sensor used for this trial was installed 800 mm under the road surface. A total of 35 truck traces were recorded. The total number of fringes was counted for the truck traces to correlate the fringe count with gross weight of the truck. Figure 5-10 shows a plot of the number of fringes recorded by the borehole sensor as a function of the gross vehicular weight as recorded by the CULWAY system. The two quantities demonstrate a linear correlation between them.

![Figure 5-10: Calibration of FFPI sensor based on 35 trucks, by comparing detected total fringe-counts with gross vehicular weights recorded by CULWAY sensor.](image)

A regression analysis showed an $R^2$ value of around 0.97 for the truck data indicating a reasonably good fit and resulted in the following function;

$$\text{Fringe#} = [(\text{wt. of truck in tonne}) \times (7.9 \pm 0.2)] + (6.8 \pm 7.4)$$

The offset of about ±7 fringes was possibly due to the random drifts in the sensor or the pavement conditions on that day (as discussed in Section 5.4.1), and represents less than 10% of the total fringe count for a 10 tonne vehicle. The errors in the total
fringe counts due to the variations in Poisson’s ratio for a typical pavement material were estimated in Section 5.4.1. Also, assuming a constant pavement temperature of 40 °C, from Table 5-3, loading frequency dependent variations in Poisson’s ratio can affect the total fringe counts by around 7 to 14 fringes depending upon the truck axle configuration. This agrees well with the variations of the total fringe counts observed during these measurements. Therefore, this device provides a reasonable prediction of truck weight. The error of ±7 fringes introduces maximum error of ~ 14% for lighter vehicles of ~ 5 tonne and less for heavier vehicles. This is verified by plotting the data from Figure 5-10 as a calibration factor (fringes per tonne) against the vehicle weight (Figure 5-11). It is noted that the RMS offset in the fringe count has a greater proportional effect in the case of smaller vehicular counts rather than large ones. The calibration factor increases for smaller vehicles to around 10.0 fringes per tonne. The RMS offset in the fringe count can be obtained from the intercept in the calibration factor axis in Figure 5-10. If this RMS offset is subtracted from the fringe counts for obtaining reliable fringe counts, the scatter in the distribution of the "compensated" calibration factor is found to be somewhat flatter with increasing truck weights, as seen in Figure 5-11.

**Figure 5-11:** Data from Figure 5-10 replotted as an uncompensated (and compensated) calibration factor as a function of vehicle weight.
Figure 5-12 shows a plot of the total number of fringes recorded by the borehole sensor as a function of the gross vehicle weight as recorded by the CULWAY system during two different field tests. This data set contains 126 trucks of various axle configurations. The two quantities demonstrate a linear correlation between them with correlation factor ($R^2$) of 0.94. Regression analysis of the data set shows the standard error was ~ 24 fringes. This represents an error of ~ 24% for the lighter trucks weighing ~ 10 tonne. In case of the heavier vehicles, in the range of 40 tonne, the error reduces to ~ 6%. As mentioned in Section 2.5.4, this error range of ~ 20-50%, is comparable with conventional single transducer fibre/non-fibre WIM sensing systems. The secondary Y-axis in Figure 5-12 shows the corresponding transverse pavement strain calculated from the total fringe counts (for a 4 m sensing length. 1 fringe $\equiv [(0.273 \times 10^{-6} \text{ m}) / (4 \text{ m})] = 0.068 \mu$€ in the transverse direction). The longitudinal pavement strain was calculated by using the transverse pavement strain and Poisson’s ratio of the pavement as 0.4 (see Section 3.7.4). Note that although Poisson’s ratio changes with temperature and loading frequency, it was assumed to be constant for these calculations. Figure 5-12 shows the plot of longitudinal (vertical) pavement deformation as a function of CULWAY gross weights. The secondary X-axis suggests that the deformation of the pavement surface is in the sub-millimetre range. This agrees with the data published by other researchers. The complexities involved in quantifying this parameter were discussed in Section 3.7.4.

The FFPI sensor was calibrated by comparing it with the CULWAY system to test its viability for WIM applications. This investigation suggests that the FFPI sensing system developed during this research has potential for WIM sensing. The study revealed encouraging basic sensor characteristics of accuracy and repeatability. The outcomes of each field trial are discussed in Sections 5.5.3 and 5.5.4.
5.5.4 Tests of Repeatability of FFPI Calibration Procedure

The second field trial also provided an opportunity to confirm the repeatability of FFPI sensor response and, furthermore, it also allowed testing of the cross-correlation of the characteristics of FFPI-EMU (Electronic Mass Unit); FFPI-CULWAY and CULWAY-EMU. Truck data of various axle configurations were recorded and saved on disk. These saved files were processed using the algorithm developed during this project to obtain fringe counts, fringe indices and the fringe frequencies. A total of 91 truck traces were recorded during this trial. Figure 5-13 shows the fringe count results of 91 trucks as compared with the gross weights recorded by the CULWAY system.
The graph (Figure 5-13) shows the fringe counts as a function of vehicle weight for 91 records. The two quantities demonstrate a linear correlation between them. The calibration results in a gradient of 7.8 fringes per tonne, with a residual fringe count of 37.25 that differs from that of the first tests (7 fringes) significantly. These discrepancies are expected mainly because of variations in pavement properties and its dependence on the surroundings, especially temperature, as explained in Section 5.4.1.

Figure 5-14 shows a plot of the calibration factor (fringes/tonne), derived from the data in Figure 5-13, as a function of gross vehicle weight recorded by the CULWAY system. This plot indicates gross weights of vehicles in the range of 5 to 60 tonne, and shows that the calibration factor decreases with increasing gross weight of the vehicle. A similar trend was observed during the first trial (Figure 5-11). The nonlinearity in the variation of the calibration factor is due to the nonlinear response of the pavement under the action of dynamic forces and also due to the overlap of pavement responses to multiple axles. It is also clear from the same plot that there is
a large scatter in the fringe counts at the lighter end of the X-axis (weight in tonnes as measured by the CULWAY sensor). The variation in the calibration constant for various truck configurations is discussed in Section 5.5.6. Moreover, both field tests confirmed that (a) this single-transducer FFPI sensor has potential for WIM application, (b) there is good repeatability in the results and (c) the fringe count technique is suitable for estimating the weights of vehicles within error margins of ~10-15%. Similar error margins were observed for single-transducer WIM systems published elsewhere\textsuperscript{141}.

In Figure 5-14 non-loaded 1-2-3 configurations and loaded 1-1 and 1-2 configurations although of comparable gross weights in fact have different calibration factors. Therefore, the fringe count offset results partially from the fitting of a straight line to the nonlinear trend of calibration factor (fringes/tonne) as a function of CULWAY gross weights.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5-14.png}
\caption{FFPI calibration factor, for the data in Figure 5-13 as a function of gross vehicular weight recorded by the CULWAY sensor, showing nonlinear trend.}
\end{figure}
5.5.5 FFPI Calibration using EMU Sensor

This section describes the calibration of the FFPI based on the total fringe count results as compared with the EMU (Electronic Mass Unit) sensor. The EMU sensor was situated a few kilometres away from the FFPI sensor site. Trucks with heavy weights were selected from the regular traffic for EMU gross weight measurements. Trucks weighed by the EMU system were recognised at the FFPI sensor site by identifying the number-plate forwarded by a mobile phone call from a person at the EMU site. This trial allowed evaluation of the FFPI sensor by comparing its performance with the EMU data.

The EMU system recorded the 12 trucks, a few kilometres west at the VicRoads Weigh-bridge Site. The same trucks were spotted at the test site and were recorded by CULWAY and FFPI sensors. These truck traces were considered as reliable truck data. Table 5-4 shows the reliable truck data as recorded by FFPI, CULWAY and EMU at the Pakenham CULWAY Site. Furthermore, the table gives a brief idea of the variation in the calibration factor (fringes/tonne for FFPI sensor and tonne/tonne for CULWAY) as compared with EMU sensor. The standard deviation of the calibration factor for CULWAY as compared with EMU is 0.02 tonne/tonne. However, the FFPI sensor has a standard deviation of 0.67 fringes/tonne in the calibration factor as compared with EMU records. The calibration factors of FFPI sensor obtained by comparing with CULWAY (9.57 fringes/tonne) and EMU (9.49 Fringes/tonne) do not vary significantly. A plot of FFPI fringe counts versus gross weight as recorded by CULWAY and EMU (Figure 5-15) show the expected linear trend.
Table 5-4: Reliable truck data; FFPI comparison with EMU.

<table>
<thead>
<tr>
<th>CULWAY Time</th>
<th>EMU Total Weight (tonne)</th>
<th>FFPI Fringes</th>
<th>CULWAY Total Weight (tonne)</th>
<th>Calibration Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FFPI / EMU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CULWAY / EMU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FFPI / CULWAY</td>
</tr>
<tr>
<td>11:27:11</td>
<td>32.97</td>
<td>293</td>
<td>32.6</td>
<td>8.89</td>
</tr>
<tr>
<td>10:48:46</td>
<td>20.02</td>
<td>207</td>
<td>19.8</td>
<td>10.34</td>
</tr>
<tr>
<td>11:14:27</td>
<td>10.52</td>
<td>106</td>
<td>10.3</td>
<td>10.08</td>
</tr>
<tr>
<td>10:38:43</td>
<td>10.61</td>
<td>98</td>
<td>10.5</td>
<td>9.24</td>
</tr>
<tr>
<td>11:15:21</td>
<td>29.33</td>
<td>264</td>
<td>29.1</td>
<td>9.00</td>
</tr>
<tr>
<td>11:25:18</td>
<td>16.96</td>
<td>170</td>
<td>17.3</td>
<td>10.02</td>
</tr>
<tr>
<td>10:51:50</td>
<td>40.67</td>
<td>367</td>
<td>40.6</td>
<td>9.02</td>
</tr>
<tr>
<td>10:37:30</td>
<td>37.83</td>
<td>343</td>
<td>37.7</td>
<td>9.07</td>
</tr>
<tr>
<td>11:10:27</td>
<td>42.53</td>
<td>382</td>
<td>42.3</td>
<td>8.98</td>
</tr>
<tr>
<td>11:24:36</td>
<td>5.16</td>
<td>56</td>
<td>4.9</td>
<td>10.85</td>
</tr>
<tr>
<td>10:55:52</td>
<td>43.35</td>
<td>410</td>
<td>44</td>
<td>9.46</td>
</tr>
<tr>
<td>10:53:01</td>
<td>42.2</td>
<td>375</td>
<td>42.1</td>
<td>8.89</td>
</tr>
</tbody>
</table>

Average Fringes / tonne: 9.49
Std Deviation Fringes / tonne: 0.64

Figure 5-15: Linear variation of FFPI total fringe counts as compared with gross vehicular weights recorded by CULWAY and EMU systems.

The regression analysis (Table 5-5) of the FFPI data obtained by comparing it with the EMU data shows that the value of $R^2$ is 0.99, which results in a better linear fit than the first field trial ($R^2 = 0.97$), as discussed in Section 5.5.3. This may be
because the number of vehicles tested during this field trial for EMU calibration (12 reliable vehicles) was much less than that of the first field trial (total of 35 vehicles).

Table 5-5: Microsoft Excel Regression Analysis for Fabry-Perot fringes versus EMU total weight.

<table>
<thead>
<tr>
<th>Regression Statistics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
<td>0.99</td>
</tr>
<tr>
<td>R Square</td>
<td>0.99</td>
</tr>
<tr>
<td>Adjusted R Square</td>
<td>0.99</td>
</tr>
<tr>
<td>Standard Error</td>
<td>9.86</td>
</tr>
<tr>
<td>Observations</td>
<td>12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Standard Error</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>14.14</td>
<td>-0.17</td>
<td>28.45</td>
<td>-0.17</td>
<td>28.45</td>
</tr>
<tr>
<td>EMU weight</td>
<td>8.73</td>
<td>0.21</td>
<td>8.27</td>
<td>8.27</td>
<td>9.20</td>
</tr>
</tbody>
</table>

Figure 5-16 shows the FFPI calibration factors (fringes/tonne) (from Table 5-4) as function of the weights obtained for the EMU and CULWAY sensor systems. The comparatively flatter linear distribution for the EMU sensor data shows its more consistent calibration factor. It is again clear from this analysis that the FFPI sensor is capable of estimating gross weights of trucks. This shows a calibration factor of around 10.4 fringes/tonne based on the EMU sensor, with the data set compensated for background fringe counts.
Figure 5-16: Variation in FFPI calibration factors (from Table 5-4) for 12 trucks as compared with EMU and CULWAY sensors.

5.5.6 Analysis of the FFPI Calibration based on the Axle Configurations

It was observed in all the field trials that the calibration factor is susceptible to variations in the axle configurations. This section quantifies the axle-dependent nature of the calibration factor. Only three types of standard axle configurations (configuration 1-1, 1-2 and 1-2-3) were chosen for this analysis. Figure 5-17 shows the trend of the calibration factor for various axle configurations as a function of the gross weight recorded by CULWAY sensor. The average calibration factor observed for a 1-1 configuration was ~11 fringes/tonne with significant scatter which may be because light vehicles tend to bounce more than heavier vehicles.

A separate investigation was carried out during this research in which FFPI fringe counts were recorded for an empty (weighing = 14.36 tonnes) and a loaded (weighing = 41.88 tonnes) 1-2-3 truck passing over a sensor embedded ~ 500 mm below the road surface. The results showed greater scatter in the calibration factor (fringes/tonne) of 16% for an empty truck records as compared with those of a loaded truck of 4%.
Similar scatter was observed in a 1-2 configuration with an average calibration factor of around 10 fringes/tonne. However, the 1-2-3 configuration showed an average calibration factor of about 9 fringes/tonne with comparatively less scatter in the data. Similar distribution of the calibration factor (fringes/tonne) with increasing gross vehicle weight was observed in the first field trial and presented in Figure 5-11. The next section describes a detailed analysis of the FFPI response to an individual axle and a group of axles.

The variation in the calibration factor, especially due to axle configuration, is the motivation for the more sophisticated fringe counting model of Section 5.7.

![Figure 5-17: Variations in the calibration factor as a function of CULWAY gross weight for three different axle configurations.](image)

### 5.6 Analysis of Single Axle Pavement Deformation Function

#### 5.6.1 Introduction

Figure 5-18 shows details of the data presented in Figure 5-7(a) and the fringe frequency variations are clearly visible. As discussed in Section 4.4.4, the fringe frequency is maximum at the highest slope of the applied deformation function. Also
the rate of fringe frequency depends on the rate of deformation. Therefore, fringe frequency information is important for estimating the pavement deformation profile.

![Figure 5-18](image)

**Figure 5-18:** A part of the 1-2-3 truck signal from Figure 5-7(a) showing fringe-frequency variations.

Figure 5-19 shows the single-valued instantaneous fringe-frequency calculated from the fringe data as a function of fringe indices (time) of a typical truck with a 1-2-3 axle configuration. A total of six frequency peaks associated with the three axle groups are visible from Figure 5-19. The significant frequency variations are visible in the fringe index range of 30000 to 40000 arising from the multi-axle groups.
Figure 5-19: FFPI Fringe frequency profile and normalised fringe amplitude data showing fringe groups resulting from various axle/axle groups of a typical truck with axle configuration 1-2-3.

5.6.2 Method for Estimating a Single-Axle Pavement Deformation Function

As discussed in Section 3.7.5, fringe frequency information can be integrated to estimate a typical pavement deformation profile produced by a 1-2-3 configuration (Figure 5-20). In some cases, there were some extra fringes due to pavement oscillations after the departure of the truck that results in random phase errors and gives a negative cumulative area.
The cumulative area plots were calculated from the trucks with 1-2-3 axle configurations. These plots represent pavement deformation as a function of the number of fringes. The cumulative area (Y-axis) can be calibrated by knowing the weight of each axle. Each cumulative area plot consists of a total of 6 axles with each axle governed by a weight function proportional to the fringe counts. The first axle was initially chosen for determining the axle deformation function\textsuperscript{159}. Previous investigation of a fibre optic weight-in-motion sensor based on polarimetric fringes\textsuperscript{144} suggested a peak function profile for a single axle passing over the sensing region. Therefore, assuming a linear pavement response, the first axle data was curve-fitted for a variety of symmetric peak functions listed in Table 5-6. The peak-fitted first axle of a typical 1-2-3 truck is shown in Figure 5-21 (details are provided in Section 5.6.3).
5.6.3 Estimation of the Type of Single-Axle Pavement Deformation Function

The first axle curve-fitting results for 12 trucks, each with 1-2-3 axle configuration, were obtained by using the method discussed in the Section 5.6.2. It was observed that the first four functions were identical for each truck signature with variable ranking based on $R^2$ factor. Therefore, the first four functions were considered as the possible single-axle-function. Table 5-6 gives the correlation factor, name and the response equation of the possible single-axle-functions.

Table 5-6 : Possible single-axle pavement deformation functions.

<table>
<thead>
<tr>
<th>$R^2$</th>
<th>Function name</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>The Lorentzian</td>
<td>$y=a + b/(1 + ((x-c)/d)^2)$</td>
</tr>
<tr>
<td>0.997</td>
<td>The Gaussian</td>
<td>$y=a + b*exp(-0.5((x-c)/d)^2)$</td>
</tr>
<tr>
<td>0.995</td>
<td>The GaussMod</td>
<td>$y=a + b*exp(-0.5((x-c)/d)^2)$</td>
</tr>
<tr>
<td>0.999</td>
<td>The Logistic</td>
<td>$y=a + 4bn/(1+n)^2, \ n=exp(-(x-c)/d)$</td>
</tr>
</tbody>
</table>
The characteristics of the single-axle pavement deformation function depend on the response of the pavement structure to the vehicular loads. However for further analysis Lorentzian peak function was chosen as it provided the best fit to the experimental data.

5.7 Estimation of Fringe Count Errors based on Axle Separations and Loading Trends

This investigation has revealed the viability of a single-transducer FFPI sensor for generic structural strain or deformation sensing and WIM applications. The sensor also has potential for estimating properties of the pavement material. A variety of factors affect single-transducer WIM systems (Section 2.5.4), and in this section, an attempt has been made to modify the total number of fringes by considering the interdependent effects of the individual axle/axle-group on the FFPI responses. Section 5.7.1 discusses the typical 1-2-3 configuration and explains the observed trends of individual axle/axle-group fringe counts as a function of the weights registered by CULWAY. Sections 5.7.2 and 5.7.3 explain the possible method for estimating the modified total fringe counts by studying the distinctive features of fringe patterns.

5.7.1 Load Distribution of 1-2-3 Axle Configuration

The most common and standard axle configuration (1-2-3) was initially chosen for the analysis. This axle configuration (Figure 5-22) consists of a total of six axles (Ax1, Ax2, ....... Ax6) combined as three axle groups. Let AG1, AG2, AG3 and FG1, FG2, FG3 be the corresponding axle-group weights and fringe-counts as recorded by the CULWAY and FFPI systems respectively. In the 1-2-3 configuration, the first axle group consists of one axle; the second group has two axles and the third axle group consist of three axles together. The distances between the individual axles and the axle-groups are represented using letters δ and d respectively (Figure 5-22).
Figure 5-22: A schematic of an axle configuration for 1-2-3 axle configuration.

The gross weight of a vehicle is distributed among the total number of axles and the contribution of each axle towards sharing the gross weight depends mainly on the weight distribution and the distances between axles. Figure 5-22 shows six axles, configured in such a way that axle group AG1, AG2 and AG3 consists of one, two and three axles respectively. Distances between successive individual axles can be given as $\delta_{12}$, $\delta_{23}$, $\delta_{34}$, $\delta_{45}$ and $\delta_{56}$. The weight of the first axle in most of the conventional axle configurations such as 1-1, 1-2 and 1-2-3 is constant. Also in an axle-group, the distances between the individual axles do not vary from vehicle to vehicle. Each axle in an axle-group is placed approximately a metre apart (distances $\delta_{23}$, $\delta_{45}$ and $\delta_{56}$); very close to the adjacent axles as compared to the distances ($\delta_{12}$ and $\delta_{23}$) between the consecutive axle-groups. Assuming a uniform load distribution, each axle in an axle-group should share the weight of that axle-group equally. As the number of axles increases, the contribution of each axle to the gross weight decreases. The variations in the fringe counts associated with the individual axle-groups for selected 1-2-3 tracks and their correlation with the corresponding axle-group-weights as recorded by CULWAY are plotted in Figure 5-23. It is clear from the graph that as the gross weight of the truck increases, the weight of the first axle is similar for most trucks of their own class and the actual load is shared between the axle-groups 2 and 3. It also appears that the FFPI overestimates the axle group 3 loading and underestimates the axle group 2 as discussed below.
Figure 5-23: Individual FFPI fringe counts as a function of corresponding CULWAY axle weights for 1-2-3 axle configurations.

Figure 5-24 and Figure 5-25 shows the individual axle group contributions to the gross truck weight for the CULWAY and FFPI sensors respectively. For both sensors the first-axle weights do not vary significantly with increasing gross vehicular weight. However, a significant change in the relative loading of the second and third axle groups is observed with increasing gross vehicular weight. The scatter in fringe count is expected for any single-transducer WIM system. However, it is interesting to note the nonlinear trend of the total fringe counts as a function of individual CULWAY axle/axle-group weights. The CULWAY system (Figure 5-24) shows the linear response of individual axle/axle-group weights as a function of gross weight and similar trend is expected in the case of FFPI response. However, Figure 5-25 shows that as the gross vehicular weight increases, the fringe counts associated with the first axle and second axle-group have been affected. The rough trend is to underestimate axle group 2 and overestimate axle group 3, as evident in Figure 5-23.

It appears therefore that the distortion is simultaneously due to (a) the weight of the second and third axle group and (b) the distance between the three axle groups. The effect of axle separation and axle weights on the total fringe counts is discussed in
Section 5.7.3. The estimation of the error in the total fringe counts due to the variations in loading frequency has already been discussed in Section 5.4.1 and is comparable with the data.

These data recorded during this investigation demonstrate the interrelated effect of neighboring axle/axle-groups and distances and as mentioned earlier, the desirability of a more sophisticated model for processing the fringe counts to achieve a better correlation with the CULWAY records.

![Graph showing individual axle group weights as a function of gross weight.](image)

**Figure 5-24**: CULWAY data showing weight of an individual axle-group as a function of the gross weights.
Figure 5-25: FFPI fringe count data showing the individual axle fringe counts as a function of the total fringe counts.

5.7.2 Matrix Method for Compensating Axle-Group Dependent Calibration Factor

As mentioned in Section 5.7.1, the interdependent effects of the various axle-groups for a given truck affect the individual axle-group fringe counts, and consequently the gross fringe counts. By neglecting the effect of the first axle on the third axle group and vice-versa, these interactions can be formulated for a 1-2-3 configuration as a matrix that can be defined as follows:

\[
\begin{bmatrix}
FG1 \\
FG2 \\
FG3
\end{bmatrix} =
\begin{bmatrix}
\alpha_{11} & \beta_{12} & 0 \\
\beta_{21} & \alpha_{22} & \beta_{23} \\
0 & \beta_{32} & \alpha_{33}
\end{bmatrix}
\begin{bmatrix}
AG1 \\
AG2 \\
AG3
\end{bmatrix} = [a] \times \begin{bmatrix}
AG1 \\
AG2 \\
AG3
\end{bmatrix}
\]

(5.1)

where

\(AG = \text{Axle group weights recorded by CULWAY}\)

\(FG = \text{Corresponding fringe group counts obtained from the FFPI}.\)
\( \alpha_{22}, \alpha_{33} \) are calibration terms (fringes/tonne) for the first, second and the third axle groups respectively, and \( \beta_{12}, \beta_{21}, \beta_{23} \) and \( \beta_{32} \) are interdependency factors quantifying the calibration terms.

Moreover, \( [a] \) can be treated as a calibration matrix for a 1-2-3 axle configuration. A total of 25 trucks with 1-2-3 axle configuration were studied from the measurements. For these trucks, the spacing between axle-group 1 and 2 is ~ 4 to 5 m and between axle-group 2 and 3 is ~ 7 to 8 m.

\( [a] \) was solved for the unknowns \( \alpha_{11}, \alpha_{22}, \alpha_{33}, \beta_{12}, \beta_{21}, \beta_{23} \) and \( \beta_{32} \) with MAPLE V yielding:

\[
[a] = \begin{bmatrix}
10.20 & 0.79 & 0 \\
2.94 & 8.59 & -1.38 \\
0 & 3.97 & 6.55
\end{bmatrix}
\]

(5.2)

Rewriting Equation (5.1) as

\[
\begin{bmatrix}
AG_1' \\
AG_2' \\
AG_3'
\end{bmatrix} = [a^{-1}] \begin{bmatrix}
FG_1 \\
FG_2 \\
FG_3
\end{bmatrix}
\]

(5.3)

where \( AG_1', AG_2' \) and \( AG_3' \) are inferred CULWAY axle group weight and

\[
[a^{-1}] = \begin{bmatrix}
0.095 & 0 & 0 \\
-0.026 & 0.085 & 0.038 \\
0.029 & -0.099 & 0.161
\end{bmatrix}
\]

(5.4)

This allows the equivalent of the CULWAY axle group weight to be calculated from the FFPI fringe counts. Using the above parameters, \( AG_1', AG_2' \) and \( AG_3' \) were calculated from \( FG_1, FG_2 \) and \( FG_3 \) and compared with the corresponding individual axle/axle-group weights, \( AG_1, AG_2 \) and \( AG_3 \), recorded by CULWAY sensor. The correlation of individual fringe groups (\( FG_1, FG_2 \) and \( FG_3 \)) and total fringe counts (\( FG_1+FG_2+FG_3 \)) with CULWAY axle/axle-group weights and gross weights respectively are tabulated in Table 5-7. The element in the second column, second row (0.77) shows the correlation factor between \( FG_1 \) (FFPI) and \( AG_1 \) (CULWAY) before applying the correction.
Table 5-7: Correlation summary - Comparison of raw and corrected individual axle/axle-group fringe counts with individual axle/axle-group weights recorded by CULWAY system for typical 1-2-3 axle configuration.

<table>
<thead>
<tr>
<th>Correlation factor</th>
<th>FG1 versus AG1</th>
<th>FG2 versus AG2</th>
<th>FG3 versus AG3</th>
<th>Total fringe counts versus CULWAY gross</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before correction using only fringe counts</td>
<td>0.77</td>
<td>0.96</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>After correction using estimated weights</td>
<td>0.77</td>
<td>0.98</td>
<td>0.96</td>
<td>0.98</td>
</tr>
</tbody>
</table>

The correlation factor associated with estimation of the weight of second axle-group increased by 2%. However, in the case of third axle-group, the correlation factor has decreased (by 2%). This uncertainty may also depend on the number of axles in that axle group. The effect axle separation on the total fringe counts is discussed in the next section. However, results show that calculation of axle group interdependent parameters help to estimate better the individual axle weights and gross weights from the total FFPI fringe counts.

5.7.3 Fringe Count Correction

As discussed in Section 5.6.3, a Lorentzian was considered to model best the lateral subgrade deformation function induced by a single axle. This model is based on the concept (explained earlier in Section 3.7.2) of placing Lorentzian peak functions at each axle position to represent the pavement response of that axle. The amplitudes of the Lorentzians are then adjusted to fit the measured fringe frequency versus fringe indices plot. The simple fringe count scheme adopted thus far does not provide reasonable estimation with the overlapping pavement response of closely spaced axles and leads to a fringe count that underestimates the vehicle weight. By fitting Lorentzians to each axle position, the “missing” fringes associated with the overlapping of the pavement responses can be estimated.

Two Lorentzian functions with peaks separated by the axle spacing between a driving axle and the rear axle were used to model a vehicle with a 1-1 axle configuration. Figure 5-26 shows a comparison between this model and an example.
of a field measurement. The two Lorentzians have peak amplitudes representing the loading of each axle. This single-axle deformation profile is similar to a typical signature that has been observed in the previous studies based on the polarimetric fibre optic weigh-in-motion sensor published in previous studies. In this particular case, axle-1 and axle-2 weigh 3.6 tonne and 5.5 tonne, respectively, with the ratio of the axle weights (1.52) determining the ratios of the amplitudes of the two Lorentzians. Also, the distance between the two axles, 6.03 m, for this vehicle, was used for the separation of the two Lorentzian peaks.

Figure 5-27 shows the frequency plot obtained using the sum of two Lorentzians from Figure 5-26 and shows a total of four frequency peaks. Ideally, each axle is characterised by two frequency peaks of the same height. As the distance between the two axle functions decreases, the overlapping of the two axle-functions affects the shape of the frequency peaks (Figure 5-27).

**Figure 5-26:** Comparison of typical 1-1 axle configuration data (Axle 1 weight = 3.6 tonnes, Axle 2 weight = 5.5 tonnes and distance between axles = 6.03 m) with mathematical model formulated by considering a Lorentzian function as a single-axle-function. The ratio of the weight of the second axle to the first axle provided the ratio of the peak amplitudes, namely 1.52 ( = 5.5 tonnes/3.6 tonnes).
The fringe frequency plot obtained from the overlapping Lorentzian deformation functions shown in Figure 5-26. The weight of the second axle was assumed to be double the weight of the first axle for these calculations.

The total fringe counts were calculated by integrating various frequency plots obtained by varying the axle separation. Figure 5-28 shows that for 1-1 axle configuration, the maximum fringe-loss occurs at ~ 3.5 m axle separation.

Theoretical fringe count gain calculated by using two Lorentzian axle functions. The weight of the second axle was assumed to be double the weight of the first axle for these calculations.
However, the experimental data does not show such large discrepancy in the fringe counts. This can be explained as follows:

Consider the compression and relaxation of a pavement induced by the first axle in the case of the data shown in Figure 5-29. Theoretically, the compression should be equal to the relaxation. However, the frequency peak-1 in Figure 5-29 (compression) is higher than peak-2 (relaxation) and indicates that the pavement is not completely relaxed and suggests that the time taken for relaxation is considerably longer than for compression. It is also evident in Figure 5-29, that the number of output fringes (14) obtained for relaxation (Peak 2) is less than the number (27) obtained for compression (Peak 1). Given sufficient time, the number of compression and relaxation fringes counts equalize, but in practice, for trucks traveling at speed subsequent axles arrive before the relaxation process is completed. As already discussed, this results in an underestimation of the total fringe count, and the underestimation can be obtained as follows.

The fringe loss associated with the first axle can be estimated by calculating the difference, Peak 1 - Peak 2 (27 - 14 = 13). This positive difference can be then added to the total fringe counts and gives the corrected fringe counts for that vehicle. Subsequently, the partially relaxed pavement from the passage of the first axle then experiences compression induced by the second axle. Therefore the relaxation signal after second axle (Peak-4) consists of relaxation from the second axle in addition to the remaining relaxation from the first axle. Therefore, the frequency, Peak-3, is smaller than that for Peak-4. Figure 5-29 clarifies that the frequency difference corresponding to the first axle is positive as compared with the frequency difference of the second axle. This confirms that Peak 4 of the second axle partially represents the fringe-loss from the first axle. The total frequency and fringe count correction factors can then be estimated as [(Peak 1 - Peak 2) + (Peak 3 - Peak 4)]. In this particular case, (Figure 5-29), fringe-loss at the first axle is compensated by the fringe-gain produced by the frequency peaks of the second axle.
The calibration factor (fringes/tonne) as a function of CULWAY gross weights for various axle configurations before (Figure 5-17) and after applying the correction factor is shown in Figure 5-30. The plot of corrected calibration factor data has comparatively less scatter than the raw data and the trend approaches more towards a horizontal straight line. Also, Figure 5-31, shows that the corrected fringe counts has less scatter than the total fringe counts. The method applied to obtain the correction factor shows potential and overall result shows improved correlation (standard error improves from ±4 fringes to ±2 fringes) between the total (corrected) fringe counts and the CULWAY records (Figure 5-30 and Figure 5-31). This reduces the error margin range from 6 – 8% to 4 – 6%.
**Figure 5-30:** Corrected FFPI fringe counts (Figure 5-17) showing less scatter in the FFPI calibration factor.

**Figure 5-31:** Corrections applied to the total fringe counts (from Figure 5-17) yielded better correlation with CULWAY records. Initial uncertainty of ±4 fringes (error of 6 – 8%) was reduced to ±3 fringes (4 – 6%).
5.8 Summary

The long gauge Fibre Fabry-Pérot Interferometric (FFPI) sensor configured to operate in the reflection mode was assessed for its viability as a single transducer weigh-in-motion system. The variations in the total number of output fringes were observed to be a linear function of the applied vehicle induced dynamic loads. This sensor is capable of estimating the vehicular gross weight within error margins of 10-15% as confirmed with the CULWAY system. This observed accuracy of the single-transducer FFPI sensor for WIM application is comparable with the results of conventional single-transducer fibre/non-fibre systems published elsewhere.

The errors in the FFPI calibration were due to the dynamic effects arising from the various axle configurations and pavement properties. Poisson’s ratio of a pavement material is susceptible to the temperature and loading frequency. For a given truck configuration, variations in the loading frequency affect the total fringe counts and this effect decreases at elevated temperatures of the pavement material.

A marked improvement in performance was achieved by applying a correction to the fringe count based on a Lorentzian model of the pavement response. Forty eight vehicles were processed in accordance with that model and the error factor was reduced from 6-8% to ~ 4-6%. The calibration factor (fringes/tonne) is susceptible to variations in axle configurations and the gross weight of the truck. Trucks with a 1-1 axle configurations have a calibration factor of ~ 12 fringes/tonne. However, 1-2 and 1-2-3 configurations have calibration factors of ~ 10 fringes/tonne and ~ 9 fringes/tonne, respectively. The calibration factor increases for the vehicles with smaller gross weights and decreases for heavier vehicles. Also higher scatter was observed for the calibration factor of lightweight trucks and comparatively less scatter for heavier trucks. The scatter in lightweight trucks can be explained on the basis of random vehicular bouncing. The Lorentzian model of achieving better correlation of the total fringe counts with CULWAY records has the potential to narrow the range of uncertainty of 13 to 9 fringes/tonne. The improvements in the calibration factors for 1-1, 1-2 and 1-2-3 axle configuration is provided in Table 5-8.
The correction applied to the fringe data reduces the initial error margins of 6–8% to 4–6%.

*Table 5-8: Calibration factor summary.*

<table>
<thead>
<tr>
<th>Vehicle configuration</th>
<th>Calibration factor based on the total fringe count (fringes/tonne)</th>
<th>Corrected calibration factor based on the total fringe count (fringes/tonne)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>1-2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>1-2-3</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Apart from using this sensor for WIM applications, it has the potential to gather and process information which can be utilised for investigating responses of pavement materials under the action of vehicle-induced dynamic loads. A method of estimating the single-axle pavement deformation function has been described.
CHAPTER 6

CONCLUSIONS

AND

FUTURE DIRECTIONS
6.1. Thesis Summary

6.1.1. Introduction

The main aim of this investigation was to design, fabricate, test and calibrate a single-transducer embedded Weigh-In-Motion (WIM) sensor based on a long-gauge fibre optic Fabry-Pérot interferometer operating in the fringe counting regime. The fibre Fabry-Pérot interferometer configuration was adopted for its simplicity, sensitivity, cost effectiveness and ease of installation. Apart from WIM applications this sensor can also be implemented for monitoring real-time structural health.

During this investigation the sensors were attached to an aluminium beam and embedded in pavement structures. The applied structural strain induces a change in the length of an embedded sensing element. The FFPI sensor outputs these changes in terms of the number of optical fringes, which in turn is proportional to the applied strain.

6.1.2. Monitoring Dynamic Structural Strains

Laboratory trials were carried out by attaching 300 mm long sensing elements in grooves in an aluminium beam (length 500 × width 59 × thickness 6 mm). The sensor response was studied by subjecting the beam to various structural deformation waveforms and frequencies using a three-point bending configuration. The sensor response was linear with correlation factor of 0.99 as compared with the response of an electrical strain gauge installed on the beam surface. For various applied deformations in the range of 0 to 2 mm, the strain measured by a surface installed electrical strain gauge was in the range of ~0 to 208 με and produces FFPI fringes in the range of 0 to 36 with a calibration factor of ~0.17 fringe/με. However, as this sensor utilises a fringe counting regime, the maximum error in estimating structural strain is ±1 fringe and limited by the fringe counting software designed for processing fringe data. This represents a resolution of ~6 με/fringe and introduces uncertainty of ~±6 με. The instrumental error associated with the electrical strain gauge is (±3%), and the applied deformation (±0.01 mm) introduces an error of
1.6%. Other factors such as mechanical instabilities and input laser noise also affect the sensor output and these were allowed for. To measure the dynamic structural strains with minimum error, it is important to embed the sensing element within the structure at a reliable position and direction, which outputs maximum fringes for minute changes in the applied strain.

The results discussed in the above paragraphs were obtained by applying dynamic deformations in range of 0 to 50 Hz to the test beam. The calibration factor was observed independent of the applied deformation frequencies. Also the fringe counts observed for the compression and relaxation cycles were free of hysteresis. This sensor is capable of monitoring output fringe frequencies in the range of ~ 30 Hz to 50 kHz as imposed principally by the bandwidth of the electronic filtering circuit, which was optimised for the WIM applications.

6.1.3 Viability for WIM Sensing

The viability of the single-transducer FFPI sensor for WIM application was tested by embedding the sensing element 800 mm below a road surface. The FFPI sensor response was a linear function of the applied gross load and is capable of estimating truck weight within error margins of 10 to 15% for all type of axle configurations. This observed accuracy is a consequence of the single transducer FFPI sensor for WIM applications and is comparable with the results of other conventional single-transducer fibre/non-fibre WIM systems. Single element WIM systems will underestimate an applied load due to the slow relaxation of the pavement material as compared with the applied deformation. A method of applying fringe count correction was formulated and, based on the difference observed between the fringes, accounted for applied compression and relaxation. This method provided better correlation between the total fringe counts and measured CULWAY gross weights, reducing the initial error margins of 6–8% to 4–6%. These results can be further improved by implementing a multiple sensing element WIM system. As discussed in Section 2.5.4, commercial non-fibre WIM systems employing multiple sensing elements have reduced the range of error from ±20-50% to ±5-8%. This significant
reduction in error is due mainly to the averaging of signals acquired from various sensing elements. This is also possible in the case of this FFPI WIM system by installing various sensing elements at identical depths. The schematic of a multiple-transducer FFPI WIM configuration is shown in Figure 6-1.

![Figure 6-1: Fabry-Pérot sensor multiplexing scheme for multiple sensing elements.](image)

6.1.4. Estimation of Pavement Deformation Profile

The recorded fringe data were processed to determine the instantaneous fringe frequencies which also enabled the estimation of the structural deformation profile. This sensor is capable of measuring the rate of structural deformation (relaxation or compression) and this provides information regarding the response of pavement materials under the action of dynamic forces.

Hence this sensor has the potential for
(a) Studying real-time dynamic structural stain profiles
(b) Estimating weights of vehicles moving with high speeds
(c) Investigating material response/hysteresis or other properties such as variations in Poisson’s ratio under action of dynamic forces.

To understand its full potential it is important to undertake further studies of single-transducer FFPI systems and especially multiple-transducer FFPI systems.
6.2. Future Directions

This thesis investigated a single-transducer FFPI sensor for generic structural strain sensing and WIM applications. These results will help to achieve better accuracy by (1) applying several sensors laterally to average the dynamic response of the pavement structure, and (2) applying several sensors at multiple depths within the different pavement layers.

6.2.1 Multiple Transducer FFPI WIM System

An appropriate multiplexing scheme is necessary for achieving a multiple transducer WIM system. A simple multiplexing scheme for four sensing elements is suggested (Figure 6-1) which uses a single He-Ne source. This multiplexed system was constructed during the present study, but was not investigated in detail. Once calibrated, such a sensing network could either be used for monitoring deformations in various places simultaneously, or for averaging the random structural vibrations within a single pavement structure. Moreover, this sensing scheme is important for the comparative investigation of deformations induced by the same force in various structural layers.
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LIST OF SYMBOLS

\( \lambda \)    Wavelength.
\( \lambda_B \)  Bragg wavelength.
\( \lambda_{UV} \) Wavelength of the ultraviolet laser light.
\( \phi \)    Phase.
\( \phi_i \)  The incident angle of the UV radiation on the prism surface.
\( \theta \)   Writing angle of grating.
\( \Lambda \)  Grating periodicity.
\( \beta \)   Propagation constant.
\( k_0 \)    Free space propagation constant.
\( \varepsilon \) Strain.
\( \nu \)    Poisson's ratio.
\( \nu_0 \)   Frequency.
\( \rho \)   Photoelastic constant.