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ABSTRACT

In exploring digital libraries on a network environment, it is important to have efficient indexing schemes to represent and retrieve digital images. To meet practical requirements, a new connection indexing for binary images on hexagonal grid is proposed. Not only could the new indexing generate Euler number, but it can also be used to explore complex boundary effects for bounded and unbounded binary images of hexagonal grid in general. The connection indexing provides a global invariant between a number of objects incident with image boundaries and the number of uncertain areas isolated in objects within a binary image. This indexing provides invaluable information to describe intrinsic boundary effects. Using connection indexing, it is possible to provide a set of local, intermediate and global invariants in terms of discrete topology and connectivity for rapid representation and retrieval of images by contents. Sample pictures and their indexing are also presented.
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1. Introduction

1.1. Image Representation and Retrieval in Digital Libraries

With present day internet facilities, it is now convenient to retrieve multimedia information from digital libraries through networks. However, it is much more time-consuming to retrieve images than text over a network, and even for a small-sized image, it is necessary to have a fetching time longer than that required for several text pages. Because modern multimedia databases contain many images, in addition to requirements for compressions and high speed communications, it is important to have efficient schemes to represent and retrieve images by contents. To explore future digital libraries on networks, it is necessary to investigate possible schemes of automatic indexing of images. Some kinds of images (such satellite images, cell pictures, micro-organization, CT images and so on) may be properly described by their intrinsic geometric and topological configurations. To meet practical requirements, it is helpful to use different indexing techniques representing intrinsic features of images to increase the efficiency of digital libraries for automatically representing and retrieving images.

1.2. Euler Number and Limitations

It is widely accepted that efficient indexing scheme is central to any successful library. Such indexing for images may be automated in varying degrees, and a number of researchers have been interested in this issue [Jain 93]. To describe global information of images, it is common to
investigate their local and global invariant properties. The Euler number is one of the best known invariants in topology. Its discrete form for binary images plays a key role in digital image representations [Kong and Rosenfeld 89]. The Euler number is defined as the difference between the number of objects and the number of holes denoted by $E$. The capital letter 'B,' for example, has a Euler number of $-1$ ($E('B') = -1$) since it is an object with two holes. The letter 'i' has a Euler number of 2, the letter 'I' has a Euler number of 1 and so on.

Many researchers have given formulae for computing Euler numbers for binary images. As is well-known that connectivity of binary image points on hexagonal grid does not have connectivity paradox [Rosenfeld 70], it is assumed that both foreground and background have the consistent Euler numbers. Using the critical point approach, Gray [Gray 71], for example, gave a simple equation to calculate the Euler number for binary images on hexagonal grid by counting the number of the two blocks $X_\theta = \begin{pmatrix} 0 & 0 \\ 1 & 1 \end{pmatrix}$ and $V_\theta = \begin{pmatrix} 0 & 0 \\ 1 & 1 \end{pmatrix}$ in six directions over the image respectively.

Defining $T_i$ as the number of $X_\theta$ in the image having one 1 and two 0's, in any of the six orientations and similarly defining $T_2$ for $V_\theta$, then adding the six directions will give its the Euler number $E = (T_1 - T_2) / 6$.

There are several limitations behind this kind of approach. For example, considering the letter 'i', the Euler number of 2 can be calculated only if two objects can be isolated in a given region and boundary effects of the region can be ignored. When the letter 'i' is bounded in a bounded region, its background could be explained as two holes in one object. The Euler number for this is -1, the same as the letter 'B'. In more complex situations such as processing satellite images of Florida peninsula, it is not feasible to directly use the above scheme to calculate Euler number because boundary effects cannot be ignored. Two pictures for such situations are illustrated in Figure 1.

![Figure 1. Island and Peninsula](image)

Since the previous expression for Euler number is only based on the number of detailed patterns for 1 points in an isolated unbounded region, it cannot be used in general for representing an image which has many parts of objects connected with their other parts outside the image. In other words, investigators have established the representations between the numbers of local patterns for 1 points and one of the global topological invariants, but the relationships among their subimages and complex boundary effects were ignored or over-simplified. To describe an image with complicated connections to neighbouring areas, more investigations need to be carried out.

In fact, Gray's scheme were defined on blocks, and no specific point corresponds to the block. To overcome weakness of Gray's measurement, an extended measurement to the central point of the kernel form for the tetragonal grid is proposed in [Zheng 88]. Using geometric topology, a convexity index for 1 points on a 2D continuous plane is represented in [Zheng 91]. Moreover, in
[Zheng and Maeder 91,92a] a new convexity index for 1 points is proposed to analyze a pyramid hierarchy for connectivity analysis of binary images. In addition, a balanced scheme of convexity index for both 1 and 0 points has been proposed and systematically developed in [Zheng 94a] for the conjugate classification of binary images on rectangular grids.

2. A New Scheme for Representing Boundary Effects

In this paper, connection indexing using convexity index is proposed for a bounded or unbounded binary image on hexagonal grid. Using patterns of the kernel form of hexagonal grid, it is feasible to assign each point in a binary image of hexagonal grid in one of eight values in relation to convexity index. Summing up all convexity indices over an image, connection indexing is generated. The differences exist between bounded and unbounded images, how connection indexing can be used to describe binary images with intrinsic boundary effects and what is the intrinsic relationship between traditional Euler number and connection indexing are studied.

The organization of the paper is as follow. The kernel form, bounded and unbounded patterns, convexity index for hexagonal grid are defined in section 3. Connection Indexing, singular and non-singular points, bounded and isolated images are described in section 4, and the essential properties of connection indexing are investigated. The main result of this paper is given in Proposition 4.4.4. Sample images and their connection indexing are illustrated in section 5.

3 Kernel Form and Convexity Index

3.1. Kernel Form of Hexagonal Grid

The hierarchical classification of the kernel form of hexagonal grid is established in [Zheng and Maeder 92] and further systematical investigations are undertaken in [Zheng 94a]. The main structure of the kernel form may be summarized as follows.

Let $X$ denote a binary image on the hexagonal grid, $x \in X$ be a given point of the image. The simplest scheme for connection indexing on the hexagonal grid uses seven adjacent grid points (the kernel form of the hexagonal grid) as the pattern form. The kernel form is a regular form composed of seven grid points for which one point $x$ is at the center and another six neighbouring points $x_0 - x_5$ are around it. The kernel form can be denoted by $K(x)$. When each point is allowed to assume values of only 1 or 0; seven points have fixed values as a pattern (unbounded pattern) denoted by $S(x)$, and there is a total of $2^7 = 128$ patterns as a pattern set denoted as $\Omega$ for the kernel form; when at least one of six neighbouring points is allowed to assume an uncertain value denoted by `*`, and seven points are composed of a bounded pattern denoted by $S^*(x)$, and there is a total of $2 \times 3^6 - 128 = 1330$ patterns as an unbounded pattern set denoted by $\Omega^*$ as shown in Figure 2.
\[ K(x) = x_0 x_1 x_2 x_3 x_4 x_5; \quad x \in \{0, 1\}, \quad x_i \in \{0, 1, *\} \]
\[ S(x) = x_0 x_1 x_2 x_3 x_4 x_5; \quad x, x_i \in \{0, 1\}, \quad \exists x_i \in \{*\} \]

\[ \forall S(x) \in \Omega, \quad \forall S^*(x) \in \Omega^* \text{ and } K(x) \in \{\Omega, \Omega^*\}; \quad |\Omega| = 128, \quad |\Omega^*| = 1330 \]

**Figure 2.** Kernel Form and Patterns

By convention, it is assumed that each bounded pattern can be simplified into a pattern to replace each * point by the value \(-x\) mapping the pattern \(S^*(x)\) surjectively into an unbounded pattern \(S(x)\). A pattern \(S(x)\) has a unique conjugate pattern, denoted as \(S^*(x)\), with \(\bar{S}(x) = -S(x)\), representing each point in the conjugate pattern has the opposite value corresponding to the original point.

Some examples of bounded and unbounded and conjugate patterns are as follows:

\[
S_1(x) = \begin{pmatrix} 0 & 1 & \ast & 1 & 0 \end{pmatrix}; \quad S'_2(x) = \begin{pmatrix} 0 & 1 & 1 & \ast & 0 \end{pmatrix} \rightarrow S_2(x) = \begin{pmatrix} 0 & 1 & 0 \end{pmatrix};
\]

\[
S'_3(x) = \begin{pmatrix} 0 & 1 & \ast \end{pmatrix} \rightarrow S_3(x) = \begin{pmatrix} 1 & 0 & 0 \end{pmatrix}; \quad \text{and}
\]

\[
S_4(x) = \begin{pmatrix} 0 & 0 \end{pmatrix} \leftrightarrow \bar{S}_4(x) = \begin{pmatrix} 1 & 1 & 1 \end{pmatrix}. \]

### 3.2. Convexity Function and Convexity Index

Any pattern \(S(x)\) can be divided into six overlapped blocks \(\{X^j\}_{j=0}^6\) in relation to each orientation in which each block contains four points as shown in Figure 3.
Since the point \( x \) occupies the most important position, central position, in a pattern \( S(x) \), a convexity function needs to be defined relative to \( x \). By convention, let \( X^j = x_{j-1} x_{j+1} \), \( j - 1, j + 1 \mod 6 \) \( 0 \leq j \leq 5 \).

**Definition 3.2.1.** For any pattern \( S(x) \) and its six blocks \( \{X^j\}_{j=0}^5 \), the \( j \)-th convexity function \( f_j \) is

\[
f_j(S(x)) = \begin{cases} 
1, & X^j \in \left\{ \begin{array}{ccc} 0 & 0 & 1 \\ 1 & 0 & 1 \end{array} \right\}; \\
-1, & X^j \in \left\{ \begin{array}{ccc} 1 & 0 & 1 \\ 1 & 1 & 0 \end{array} \right\}; \quad 0 \leq j \leq 5; \\
0, & \text{otherwise}; 
\end{cases}
\]

**Proposition 3.2.2.** For a point \( x \), if its convexity function \( f_j(S(x)) \) has a value of 1 (-1), then its \( j \)-th neigbouring point \( y(x_j) \) has a value of -1 (1) for the convexity function \( f_k(S(y)) \), where \( k = j + 3 \mod 6 \).

**Proof.** Let \( S(x) \) and \( S(y) \) be two neighbouring patterns, \( X^j = x_{j-1} x_{j+1} \) and \( Y^k = y_{k-1} y_k \), where \( y_k = x \) and \( y = x_j \). The result follows as noting that the \( k \)-th direction is opposite to the \( j \)-th direction relative to each central point.
**Corollary 3.2.3.** For a point $x$, if $f_j(S(x)) = 1$ (or $-1$), then there is a $\frac{\pi}{3}$ (or $-\frac{\pi}{3}$) exterior angle around $x$.

**Proof.** This property is evident on viewing each point as a small hexagonal block. ■

An example illustrating Proposition 3.2.2 and Corollary 3.2.3 is shown in Figure 4.

![Figure 4. Exterior Angles and Convex Functions](image)

where $\theta_1 = \tilde{\theta}_1 = -\frac{\pi}{3}$, $f^4(S(x^1)) = f^4(S(y^2)) = -1$;

$\theta_2 = \tilde{\theta}_2 = \frac{\pi}{3}$, $f^4(S(x^2)) = f^4(S(y^1)) = 1$.

**Definition 3.2.4.** For any pattern $S(x)$, the convexity index denoted by $\nu$ is

$$\nu(S(x)) = \sum_{j=0}^{5} f_j(S(x)).$$
For example, $S_1(x) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$, $v(S_1(x)) = -1$; $S_2(x) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$, $v(S_2(x)) = 0$; $S_3(x) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$, $v(S_3(x)) = -1$; $S_4(x) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, $v(S_4(x)) = -1$; $S_5(x) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$, $v(S_5(x)) = 6$.

### 3.3. Essential Property of Convexity Index

**Proposition 3.3.1.** For any pattern $S(x)$, $v(S(x)) = v(S(x))$.

**Proposition 3.3.2.** For two patterns $S(x), S(y)$, if $S(x)$ can be transformed by cyclic permutations of its six neighbouring points to $S(y)$, then $v(S(x)) = v(S(y))$.

**Proof.** The cyclic permutations of neighbouring points only change subscripts of the points.

**Lemma 3.3.3.** There are 28 classes of rotational invariant patterns for the pattern set of the kernel form of the hexagonal grid [Zheng and Maeder 92b].

**Proposition 3.3.4.** For a pattern $S(x)$, the value of $v(S(x))$ is in the set $\{6, 3, 2, 1, 0, -1, -2, -3\}$.

**Proof.** Since $-1 \leq f_j \leq 1 \Rightarrow -6 \leq \sum f_j \leq 6$, the value of $v(S(x))$ is in $\{-6, \ldots, 6\}$. Only if the central point is different from six neighbouring points, $v = 6$. If there is one neighbouring point with the same value as $x$, then only three convexity functions can have a value of 1. So it is impossible for the index to have a value in $\{4, 5\}$. Because each function with a value of -1 need to satisfy $x = x_{j-1} = x_{j+1} \neq x_j$, it is impossible for $v(S(x))$ to have a value in $\{-4, -5, -6\}$.

**Corollary 3.3.5.** Using the values of $(x, v)$, $\forall S(x) \in \Omega$, $S(x)$ can be partitioned into 16 classes.

### 3.4. Singular and Non-Singular Points

**Definition 3.4.1.** For a point $x$ in a binary image, it is a non-singular point if $v(S(x)) = 0$, otherwise, it is a singular point.

**Proposition 3.4.2.** Only points in 38 patterns of eight rotational invariant classes are non-singular, other points in 90 remaining patterns of 20 classes are singular.

**Proof.** For $x = 0$ points, there are 19 patterns in four classes. One pattern is in $\tilde{\Phi}_1(x) = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}$, each class of $\tilde{\Phi}_2(x) = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}$, $\tilde{\Phi}_3(x) = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}$.
\( \Phi^4(x) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \\ 1 & 1 \end{pmatrix} \) contains six patterns in different orientations. Reversing all points from (1-0, 0-1) for each pattern, another 19 patterns in the four conjugate classes, \( \Phi^1(x), \Phi^2(x), \Phi^3(x) \) and \( \Phi^4(x) \), can be determined.

The eight non-singular classes play an important role in the investigations in section 4.

3.5. Boundary Points and Bounded Images

For a digital image \( X \) in a given domain, grid points of image belong to four parts: \textit{interiors} (\( \Theta \)) and \textit{boundaries} (\( \partial \)) for \textit{Inside} (\( ^* \)) and \textit{Outside} (\( ^- \)) of \( X \) denoted as \( \Theta^+(X), \Theta^-(X), \partial^+(X) \) and \( \partial^-(X) \) respectively. That is, \( \Theta^+(X), \partial^+(X) \subseteq X \) and \( \Theta^-(X), \partial^-(X) \notin X \).

An image \( X \) is a \textit{bounded} image, if there is at least one point in \( \partial^-(X) \) and the point is an uncertain point \( * \). An image \( X \) is a \textit{full} bounded image, if \( \forall x \in \partial^-(X) \Rightarrow x \in \{*\} \), that is, \( \forall y \in \partial^+(X) \Rightarrow S(y) \in \Omega^* \). Moreover, the image \( X \) is an \textit{unbounded} image, if \( \forall x \in \partial^+(X) \Rightarrow S(x) \in \Omega \).

In general, an unbounded image needs to satisfy much stronger conditions than a bounded image, all points in \( \Theta^+(X), \partial^+(X), \) and \( \partial^-(X) \) have to be in fixed values. However, for merely two parts: \( \Theta^+(X), \) and \( \partial^+(X) \) need to be determined at least for a bounded image.

A binary image \( X \) is an \textit{isolated} image if there are points in \( X \) with two values and all points in \( \partial^+(X) \) have only one value. By convention, all 0 points in \( X \) can be collected, denoted as \( D_0(X) \), and similarly remaining 1 points in \( X \) denoted as \( D_1(X) \).

4. Connection Indexing and Properties

4.1. Connection Indexing

\textbf{Definition 4.1.1.} For a subimage \( W \) in a bounded image \( X, W \subseteq X \), connection indexing denoted as \( C(W) \) is

\[ C(W) = \frac{1}{6} \sum_{x \in W} v(S(x)). \]

The definition of connection indexing is flexible and general. Since a subimage \( W \) can be selected as random point set from \( X \), the sum of convexity index for the image could be a rational value. If the indexing is useful, detailed investigations are required. For representing arbitrary images, it is essential to apply connection indexing to an image in a simply connected domain first.

\textbf{Lemma 4.1.2.} For a binary image \( X \), if a subimage \( W \) is simply connected and outside boundaries are bounded by points in the different value, that is, \( \forall x, y \in W \Rightarrow x = y \) and, \( \forall x \in W, \forall y \in \partial^-(W) \Rightarrow x \neq y \) then \( C(W) = 1 \).
Proof. Since \( x \in \Theta^+(W) \Rightarrow S(x) \in \Phi^i \) or \( \bar{\Phi}^i \) and \( v(S(x)) = 0 \), outside boundaries of all points in \( \partial^+(W) \) are composed of a simply closed curve and \( \sum_{x \in \partial^+(X)} v(S(x)) = 6 \). Using Corollary 3.2.3, this is equivalent to sum up all exterior angles around the closed curve. 

A simple example of Lemma 4.1.2 is shown in Figure 5.

![Figure 5. An Image and Close Curve](image)

4.2 Connection Indexing for Unbounded and Isolated Images

**Proposition 4.2.1.** For an image \( X \) and its unbounded subimage \( W \subseteq X \), if \( W \) is isolated and \( \forall x \in \partial^+(W), S(x) \in \Phi^i \) or \( \bar{\Phi}^i \) then \( C(W) = 0 \).

**Proof.** Since all points in \( \partial^+(W) \) are inner points in the same value, only points in \( \Theta^+(W) \) may have non-zero convexity functions. Since all convexity function values are paired in \( \Theta^+(W) \) regions. This makes connection indexing vanish. 

**Corollary 4.2.2.** For a subimage \( W \subseteq X \) under the same condition as Proposition 4.2.1,
\[
C_1(W) = \sum_{x \in \partial^+(W)} v(S(x)) = -C_0(W) = \sum_{x \in \partial^+(W)} v(S(x)).
\]

**Proof.** \( C(W) = C_1(W) + C_0(W) = 0 \Rightarrow C_1(W) = -C_0(W) \). 

**Corollary 4.2.3.** For a subimage \( W \subseteq X \) under the same condition as Proposition 4.2.1, if there are \( n \) objects and \( m \) holes for 1 points, then there are \( m \) object with \( n \) holes for 0 points. Each object provides a value of 1 and each hole provides a value of -1 to connection indexing.

In convention, a closed curve around an object (a hole) is called a convex cycle (a concave cycle).

**Corollary 4.2.4.** For a subimage \( W \subseteq X \) under the same condition as Proposition 4.2.1, if \( \partial^+(W) \) is composed of 0-points, then \( C_1(W) = E(W) \).

**Proof.** From the definition of Euler number and Corollary 4.2.3, the result follows. 
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From Corollary 4.2.4, there is an accurate correspondence between the Euler number and connection indexing. Both 0 and 1 points share a uniform equation of connection indexing. Differences come from selected points of the image. As mentioned before, in calculating the Euler number, it is essential to ignore all boundary effects. To use connection indexing, it is necessary to investigate bounded conditions.

4.3. Connection Indexing for Bounded and Isolated, and Unbounded Images

**Proposition 4.3.1.** For a full bounded and isolated image $X$, there is at least one singular point.

**Proof.** Under full bounded and isolated conditions, any $x, y \in \partial^+(X) \Rightarrow x = y$ and patterns $S(x), S(y) \in \Omega^*$. If there is no a singular point in $\partial^+(X)$, then $\forall x \in \partial^+(X) \Rightarrow S(x) \in \{\Phi^3, \Phi^4\}$ or $\{\bar{\Phi}^3, \bar{\Phi}^4\}$, they are composed of a closed circle around $\Theta^+(X)$. If $\partial^+(X)$ is removed from $X$, and the points in $\partial^+(\Theta^+(X))$ still do not have a singular one, then the similar procedure of the removal can be repeated. After a finite number of removals, the remaining part has to be either an isolated point or a single line or a block in two point width and so on. Any remaining object has at least one singular point. ■

**Proposition 4.3.2.** For a full bounded and isolated image $X$, there is $C(X) = 1$.

**Proof.** For all points in $\Theta^+(X)$, all convex and concave cycles are paired, and only one convex cycle composed by $\partial^+(X)$ remains. ■

It is well-known that a simply connected object makes a pair of convex and concave cycles. However, if there is only partial object in the selected region, then significant boundary effects cannot be simply ignored.

**Proposition 4.3.3.** For an unbounded image $W$, if for $\forall x \in \partial^+(W)$ and $\forall j, f_j(S(x)) = 0$, then $C(W) = 0$.

**Proof.** If $\exists x \in W$ and $f_j(S(x)) \neq 0$, then $x \in \Theta^+(W)$. From Proposition 3.2.2, connection indexing of $W$ vanishes. ■

**Proposition 4.3.4.** For an unbounded image $W$, if $C(W) \neq 0$, then $\exists x \in \partial^+(W), f_j(S(x)) \neq 0$.

**Proof.** By $f_j(S(x))$'s pair and local properties and Proposition 4.3.3, only if $\exists x \in \partial^+(W)$ and $\exists y \in \partial^-(W), f_j(S(x))$ and $f_k(S(y))$ are a pair of opposites, then the value of $f_j(S(x))$ contributes to $C(W)$. ■

Since pairs of local opposite properties come from convexity function, it is difficult to investigate detailed configurations of $\partial^+(W)$ in general. Conditions in Propositions 4.3.3 and 4.3.4 will be satisfied in unbounded images in general. Under the unbounded condition, connection indexing is either 0 or a rational number. For some images composed of non-singular points, such as streak line images, even a subimage selecting all points from unbounded and arbitrary domains, its both convexity index and connection indexing are still zero. This is a severe limitation of the unbounded condition. An example of a streak line image is shown in Figure 6.
Figure 6. Streak Line Image $X$ and Unbounded Subimage $W$

4.4. Connection Indexing for Bounded Images

In Proposition 4.3.2, it is shown that even an isolated bounded image, connection indexing has a different value from an unbounded condition.

**Definition 4.4.1.** For a bounded image $X$, there are two unbounded canonical images denoted as $X^*$ and $\tilde{X}^*$. For any entry $[i, j]$ point on the grid,

$$X^*[i, j] = \begin{cases} X[i, j], & \text{if } [i, j] \text{-th point in the bounded area of } X; \\ 0, & \text{otherwise}; \end{cases}$$

and

$$\tilde{X}^*[i, j] = \begin{cases} X[i, j], & \text{if the } [i, j] \text{-th point in the bounded area of } X; \\ 1, & \text{otherwise}. \end{cases}$$

An example for Definition 4.4.1 is shown in Figure 7.
Proposition 4.4.2. For a bounded image $X$, $C(X) = C_0(X^*) + C_1(X^*)$.

Proof. $C_0$ indexing is the sum for all 0 points of $X^*$ and $C_1$ for all 1 points of $X^*$. □

Proposition 4.4.3. For a simply bounded image $X$, $C(X) = n$, where $n$ is the number of objects incident with $\partial^+(X)$.

Proof. From Proposition 4.3.2, for any object in $\Theta^+(X)$, the pair effects of convex and concave cycles are balanced out. Only objects incident with $\partial^+(X)$ are affected. Since objects for both 1 and 0 points, each one provides a convex cycle, so there is such a value of $C(X)$. □

An example illustrating Proposition 4.4.3 is shown in Figure 8.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$X^*$</th>
<th>$\tilde{X}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
</tbody>
</table>

In [ ] or [ ] 0 points; [ ] : 1 points; [ ] : * uncertain points.

Figure 7. A Bounded Binary Image $X$ and Two Unbounded Canonical Images $X^*$ and $\tilde{X}^*$

$C(X^*) = 3$, $C(\tilde{X}^*) = 4$, and $C(X) = 7$.

Figure 8. Objects Incident With Boundaries
Proposition 4.4.4. For a bounded image $X$, $C(X) = n - m$, where $n$ is the number of objects incident with boundary and $m$ is the number of uncertain areas isolated in objects.

Proof. If an uncertain area isolated in an object, then there is a hole in either $X^*$ or $\tilde{X}^*$. This provides a concave cycle. However, if this uncertain area is not isolated in an object, its effect is similar to other uncertain areas to make each object incident with the area a convex cycle. ■

An example of Proposition 4.4.3 is illustrated in Figure 9, where there are 2 uncertain areas in $X$ and 10 objects ($n = 10$) incident with boundaries, and only one uncertain area ($m = 1$) is isolated in an object. So there are $C(X^*) = 4$, $C(\tilde{X}^*) = 5$, and $C(X) = 4 + 5 = 10 - 1 = 9$.

![Figure 9. Objects and Isolated Uncertain Area ($n = 10$, $m = 1$)](image)

Proposition 4.4.4 is the main result of this paper. An accurate equation is formulated for a bounded image in relation to the number of objects incident with its boundaries and the number of uncertain areas isolated in objects. Not only could connection indexing generate invariants with comparable meaning as the eminent Euler number under unbounded and isolated conditions, but also the global invariant provides a new meaning in relation to the number of objects incident with boundaries. It is interesting that the number $C(X)$ itself can automatically ignore the complicated object configurations isolated in the given domain, and it represents intrinsic connection invariants relevant to boundary effects.

5. Use of Connection Indexing

In order to illustrate the usefulness of connection indexing, sample images on hexagonal grid are selected. Six pictures (a)-(f) and connection indexing are listed shown in Figure 10. Picture (a) is a binary image of Lenna in 512x512. Three indices $C_0$, $C_1$, and $C$ are listed under the picture. Picture (b) is an edge image of picture (a). Some interesting differences exist. Picture (a) has more objects than holes for 1 points, and picture (b) has more holes composed by 1 points, however the index $C$ for two pictures does not have much differences. Picture (c) is a binary mandrill image, and it has much stronger boundary effects that Pictures (a) and (b). There are 152 objects incident with the boundary. Picture (d) has complicated configuration and strong boundary effects too, it can be
Figure 10. Sample Pictures and Their Connection Indexing (a)-(f).
noticed that both $C_0$ and $C_1$ are two positive integers. Compared with other images, objects for both points have stronger connection to its boundaries. Picture (e) is a 0 line dominant image, it has a reasonable number of objects incident with boundary and finally picture (f) is an image with an interior part similar to a cell image. However, connection indexing $C=1$ indicates that it is an isolated image. You can check boundaries of the image carefully, its interior boundary is composed of points in the same value. From $C_0$ and $C_1$, it is obvious that there are more objects than holes for 1 points in the image. Differences among these pictures and their connection indexing are significant. From these examples, more valuable information can be extracted by the use of three global invariants for representing the intrinsic features of an image. All shown pictures and connection indexing are generated from an implemented prototype of the conjugate transformation of the hexagonal grid with some extension functions for automatically indexing for image databases. The current system is implemented on Silicon Graphics Indy computer.

6. Conclusion

A new connection indexing for binary images on hexagonal grid has been presented. Its theoretical foundation is established, and its essential properties are investigated. From a theoretical viewpoint, not only can connection indexing be used to describe a specific image for its global topology and connection properties, but it can be done also for all subimages of the image, each one corresponding to three measures for its local and global invariants. There is an invariant family of connection indexing corresponding to a given image. Two partial numbers of connection indexing, $C_0$ and $C_1$, provide comparable meaning similar to the Euler number; however, the sum of the two numbers provides invaluable information relevant to complex boundary effects that cannot be obtained by using solely either the $C_0$ or $C_1$ measure.

Connection indexing provides new global invariant information for binary images. In addition to Euler number, which represents a global topological invariant for complicated interior configurations of an image, connection indexing provides complementary information representing different boundary effects as a global connection invariant for the image. Combining two effects together plus information collected from subimages, it may be possible to provide efficient indexing schemes for rapid representation and retrieval of images by contents.

Taking into consideration boundary effects and common difficulties in many fields relevant to digital geometry and topology, the model presented of connection indexing provides useful approach solving similar difficulties under different theoretical constructions and practical applications, especially in pattern recognition, image analysis and processing, computer vision, visual information management system and digital libraries for representing and retrieving digital images. Considering so much information could be extracted from one image, it is clearly true that One picture is more than a thousand words!

Combining other approaches for binary images on hexagonal grid and other grids [Zheng 93,94; Zheng and Leung 95], it is feasible to study more detailed information in relation to geometric invariant clusters, such as network structures, block edges and so on. These results will be presented in further papers. The present study provides an efficient framework in using connection indexing to support image representation, organization, recognition and retrieval in general.
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