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Abstract 

Development and maintenance of effective schedules is paramount to the overall success of 

project management. Scheduling in complex and large problem domains is resource 

consuming and challenging, and becomes especially difficult when project conditions often 

change within relatively short periods. This research contributes to knowledge in the program 

management area by putting forward a new approach that entails automation and optimisation 

of operational scheduling to enable organisations to run their workstreams in a controlled and 

predictable fashion to achieve the desired outcomes within expected timeframes and resource 

constraints. 

 

The approach put forward in this research combines theoretical knowledge, technology-based 

scheduling implementation and genetic algorithm optimisations in a single framework to 

generate optimised schedules. The approach entailed the development of a new planning and 

scheduling method based on business modelling and genetic algorithms. This new method, 

called Operational Scheduling with Business Modelling and Genetic Algorithms has been 

recognised with the award of an Australian Standard Patent, and offers an integrated 

operational scheduling approach that allows its users to follow a clear path and address their 

day-to-day problems at the level of complexity required.  

This method allows for artificial intelligence implementations based on genetic algorithms, 

which develop the initially proposed scheduling solutions to the optimal schedules that could 

be generated for given problem scenarios. The method starts from essential planning and 

scheduling where relatively simple scheduling is performed and then moves into domain-

specific scheduling, which requires unrestricted, customised and complex implementations. In 

doing so, it constructs business models of the problem domain, identifies hard and soft 

constraints, implements automatic scheduling procedures to generate initial schedule 

samples, and performs genetic algorithmsô crossover, mutation, fitness valuation to produce 

optimal scheduling solutions. 

The method was applied in a number of case studies where it was found the optimisation 

delivered efficiency gains of between 8 per cent and 20 per cent of the total operational costs, 

which some cases resulted in significant monetary savings. 
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Chapter 1 ς LƴǘǊƻŘǳŎǘƛƻƴ 

1.1 Problem Description and Motivation 
 

Operational management is a mature discipline. It defines how a given function is performed 

and it can be split into the following main components: all activities that need to be complete 

to achieve the desired objectives; dependencies related to those activities (i.e. what is the 

valid order of execution and related lead and lags.); resource types required to complete those 

activities; estimated durations of those activities; and anticipated costs and overall completion 

times of logically completed outcomes. Operational management is complex and challenging. 

It spans across financial management, people management, time management, scope 

management, issues and risks management. Operational management failures result in 

significant loss of capital and negative impact on all involved groups, including customers, 

delivery teams, and sponsoring bodies. To mitigate the risks of such problems, operational 

managers from different industry sectors employ various methods and techniques to manage 

the delivery of their initiatives more effectively. Over the last few decades, several 

methodologies were widely adopted. They have introduced a level of discipline and supported 

the development of a significant body of knowledge supporting operational delivery 

predictably. 

 

Opportunities and threats of the operational management domain have motivated extensive 

research and development effort to make sure that advances in science and technology help 

the industry participants to achieve their objectives and achieve their strategic goals.  

 

The author has spent more than seventeen years managing the delivery of various projects 

and programs in many industry sectors. During that time, he has made the observation that 

despite the effort from all parties involved, the success rate of project delivery is still very low. 

He thought more research in the space could be completed to develop new methods and 

techniques and help operations managers to face challenges of the modern era. Such a new 

approach could bring an end-to-end integration of management processes, based on 

advanced quantitative method. This method would keep track of all aspects of the delivery in 

near real-time. The author felt that the emergence of artificial intelligence could contribute to 

automation and optimisation of managerial processes, which in turn should result in timely 

responding to dynamic delivery conditions and optimal allocation of resources across working 

groups, among other improvements. 
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1.2 Research Objectives  
 
With the above-described problem brief and desire to bring improvements, the research 

commenced and the following objectives and research questions were taken into the scope of 

this PhD project. 

 

¶ Can a new operational management method be proposed that allows planning and 

scheduling professionals to always have valid, current and optimised operational 

schedules? 

¶ Can operational scheduling optimisation be implemented using genetic algorithms within 

the larger operational planning and scheduling method? 

¶ How can the known approaches be modified so that the new method does not employ 

encoding/decoding when performing optimisation operations and therefore improves 

performance and illuminates creation of invalid solutions altogether? 

¶ How can the known approaches be modified so that search and optimisation is 

implemented in SQL?  

¶ How can the known approaches be modified so that the new method uses the native DB 

storage structures (database tables)? 

¶ How operational planning and scheduling techniques can be applied to an accounting, 

taxation and compliance practice to achieve operational efficiencies with so-called 

projectisation and productisation. 

¶ How operational planning and scheduling techniques could be applied to information 

technology projects and programs to achieve operational efficiencies. 

¶ How the earlier developed Operational Scheduling with Business Modelling and Genetic 

Algorithms method can be used to achieve the desired outcomes by automating and 

optimising scheduling process. 

¶ Can the Operational Management Optimisation method and its techniques be applied to 

telecommunications network provisioning where resource allocation has to be optimised 

to offer those who run the network to utilise the most optimal planning of the available 

resources possible? 

¶ We believe that a newly developed operational scheduling method (Petukhov 2016) can 

be employed to reduce resource consumption across enterprises around the world in 

various industry sectors. Will doing so drive the delivery on the climate change Sustainable 

Development Goals (SDGs)? 
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1.3 Research Methodologies 
 
This study was performed in the form of a few different initiatives. Firstly, it completed 

qualitative analysis to explore existing operational management methods and to propose the 

new one. It also performed a quantitative analysis to understand how the application of the 

new method can improve efficiencies of operational management. 

 

Following that, a new optimisation method was introduced, which while using popular genetic 

algorithms concepts, introduces novelties that help the optimisation module of the planning 

and scheduling method to perform better.  

 

One of the main objectives of the research was to not only develop a body of theoretical 

knowledge but also to develop technology that implements the method and allows for 

integration with modern enterprise resource management systems. To meet this requirement, 

a certain way to abstract and model business and technology problems and solutions has 

been adopted by the author. Static models are presented in Unified Modeling Language (UML) 

format. They describe how business entities relate to each other and what attributes they have. 

Dynamic modelling is built using Microsoft .NET framework. It provides an opportunity to 

compile functions and procedures, implementing processing logic (e.g. automatic schedules 

generation and genetic operations like mutation and cross over). This choice of modelling tools 

and techniques brings outcomes of this research closer to the industry standards related to 

business process architecture, information architecture and technology architecture. Finally, it 

opens many opportunities to utilise the results when building industry strength operational 

management and optimisation solutions. 

 

The end-to-end planning and scheduling method has been called Argo AI ï OMO, also known 

as Argo Scheduling 2015. 

 

A case study was conducted to show how strategic objectives of a given accounting firm, 

Matthews Steer Accountants and Advisors (MS), can be achieved when modern methods of 

service delivery are applied. The study and proposed method will be considered a success if, 

when completed, some tangible positive outcomes can be observed. 

 

Another case study was performed to show the feasibility of the new development optimisation 

method in the information technology projects and programs domain to achieve operational 

efficiencies. 
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Finally, the automated scheduling and optimisation approach was tested in a 

telecommunications network resource allocation domain. 

 

Given the current interest in the space of climate change and related challenges, the team 

completed analysis to see if the approach to operational management can indirectly impact 

the developments there. We have analysed the climate change challenge, reviewed its impact 

on human life, assessed actions that should be taken to tackle the problem and evaluated the 

feasibility of applying AI optimisation techniques to achieve some positive outcomes. 

 

Ultimately a new end-to-end scheduling and optimisation method was developed with some 

original inclusions into its search module implemented with genetic algorithms. Several 

completed case studies proved that it could be applied to different industry settings. 

 

In line with Victoria University policies, the Human Research Ethics Committee has approved 

this research (Reference Number: HRE20-154). 

 

1.4 Novelty  
 
The new optimisation approach introduced in this study was granted a status of Standards 

Australian Patent in January 2017. This invention is titled: óOperational Scheduling with 

Business Modelling and Genetic Algorithmsô. 

 

This study helps managers to address the challenges they experience in their day-to-day work 

when they run their operations. The proposed approach employs a new planning and 

scheduling method developed by the research team: Argo AI ï OMO. 

 

The new method shows how genetic algorithms (GA) are implemented to meet requirements 

specified by the soft constraints in the operation scheduling scenarios. The proposed method 

does not use the normally employed encoding and decoding techniques. It performs its GA 

operations on the domain model and therefore, never generates invalid solutions. 

 

The study has demonstrated that some components of this method can be applied in 

accounting, taxation and compliance practice to achieve operational efficiencies. It has 

confirmed that the newly developed method can be applied to IT project and programs delivery 

successfully, as it allows to optimise project resource allocation. 
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This initiative has confirmed that the newly developed method can be applied to network 

resource allocation optimisation successfully. 

This work has confirmed that the newly developed method can also be applied to optimise 

resource utilisation in organisations of various industry sectors across the globe and by doing 

so support the climate change agenda in a very predictable, pragmatic and productive way. 

 

1.5 Practical Value 
 
In the very beginning of this PhD project, it was agreed that it has to present new theoretical 

knowledge and also show how it applies to the business domains to help practitioners in their 

day-to-day work. It is because of this objective that the team conducted a number of industry 

case studies to see how the method will behave in real-life scenarios. 

 

As shown in one of the case studies, the method supported the implementation of ideas of 

projectisation and productisation for an accounting organisation. It allowed the organisation to 

record a positive and tangible change. 

 

The performed case studies confirmed that the method could be used to automatically create 

and optimise operational schedules in complex and large domains across different industry 

sectors, including IT projects and programs delivery, and telecommunications resource 

allocation. 

 

This tested approach can now be taken into other professional services organisations in 

Australia and internationally to help them in achieving their medium- and long-term strategic 

objectives. 

1.6 Thesis Structure 
 

This thesis consists of the following chapters. 

¶ Chapter 2 - Operational Planning and Scheduling with Argo AI ï OMO. Defines the body 

of a new operational planning and scheduling method. 

¶ Chapter 3 - Operational Planning and Scheduling with Argo AI ï OMO ï Genetic 

Algorithms. Describes how genetic algorithms is used to implement optimisation module 

of the method and proposes some innovative modifications to the existing body of 

knowledge (recognised by an Australian Standard Patent in 2017). 
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¶ Chapter 4 - Projectise and Productise Accounting Practice with Operational Management 

Optimisation. This chapter presents the first case study showing how professional services 

organisations can benefit from some of the components of the studyôs method. 

¶ Chapter 5 - IT Projects and Programs Scheduling with Operational Management 

Optimisation. This part of the thesis demonstrates how the new method can be applied to 

the project and program scheduling in Information Technology. 

¶ Chapter 6 - Telecommunications Network Resource Allocation with Operational 

Management Optimisation. This chapter shows how resource allocation in the 

telecommunications network domain can be optimised. 

¶ Chapter 7 - Climate Change and Operational Management Optimisation. Views on how 

the method can positively impact climate change issues are presented in this chapter. 

¶ Chapter 8 - Thesis Conclusions. In the final chapter, significant outcomes of the research 

and proposed areas for future work are outlined. 
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2.1 Introduction 

As an experienced professional project manager in the Australian technology and business 

environment, the author witnessed many business and technology initiatives being delivered 

with various success rates. Critical management decisions were often made based on ógut 

feelô, influential stakeholdersô opinions and/or previous experience in similar projects. These 

decisions were seldom made based on the current advances in science, technology and 

delivery methods available in the wider professional and academic community. 

 

While many different factors contribute to the success or failure of project deliveries, we 

strongly believe that effective planning and scheduling of relevant resources and activities is 

critical to a projectôs success overall. Operational scheduling, as a discipline, is responsible 

for maintaining an acceptable quality of operational plans and schedules. These operational 

plans define what needs to be done, in what sequence, and by what resources. 

 

Organisations employ various methods to solve planning and scheduling problems. These 

methods are not taking advantage of the latest advances in science and not allowing for a 

rapid change which is common in the current project delivery eco-systems. 

 

When the maturity of given operational management practice is assessed, the following 

qualities play a vital role in understanding how effective their planning and scheduling is. 

 

¶ Are their schedules valid? 

¶ Are their schedules current? 

¶ Are their schedules optimised? 

 

A valid schedule will have a collection of all activities required to achieve the operational 

objectives. It will also reflect all the relevant dependencies (start-to-finish, start-to-start, etc.). 

It will also show what type of resources are required to finish a given activity. 

 

A current schedule will be in line with the resource pool, and it will always reflect on the actual 

progress of activities, effectively being responsive to all the changes in the delivery space. 
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An optimised schedule will take operational management maturity to the next level. In addition 

to schedules being valid and current, they will also be optimised to see if a more optimal 

scheduling solution can be employed to save delivery costs and completion time. 

 

The data analysis shows that only about 70ï80% of operational schedules are valid, about 

20ï30% are current and only 2ï3% of those schedules are optimised. 

 

In this study, the question is asked: óCan new operational management methods be developed 

and implemented that will be effective enough and allow users to always have valid, current, 

and optimised plans and schedules?ô 

 

The question is answered in this study. A new operational management method is introduced. 

It allows its users to manage their project deliveries on time and within budget. It helps them 

to respond to change in the surrounding environment in a timely fashion.  

 

The study will show how operational management can be automated and optimised. A new 

optimisation method will be developed and described in this study. This project will show how 

the proposed operational management approach helps businesses to run their workstreams 

in a controlled and predictable fashion to allow their sponsoring bodies to achieve the desired 

outcomes within expected timeframes and resource constraints. 

 

This method is called Argo AI ï OMO, also known as Argo Scheduling 2015. 

 

The term óArgoô signifies the contribution of Argo Computing Services to this development. AI 

stands for artificial intelligence. OMO is an abbreviation of Operational Management 

Optimisation. This method was first invited in 2015. It was filed as an invention with the 

Australian Patent Office in 2016; it was granted an Australian Standard Patent in 2017. 

 

This study was performed in the form of the invention. It completes quantitative analysis to 

explore existing methods and to propose the new one. It also performs quantitative analysis 

to understand how the application of the new method can improve efficiencies of operational 

management and draw conclusions on its effectiveness. Several key studies are performed to 

prove the usefulness of this method in real-life business scenarios. 

 

This chapter includes the following sections: 

1. Introduction. This section helps to understand why the study was undertaken, how it 

was performed, and how the chapter is structured. 

https://www.ipaustralia.gov.au/
http://pericles.ipaustralia.gov.au/ols/auspat/applicationDetails.do?applicationNo=2016200960
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2. Background and Key Concepts. The operational management eco-system is 

described here and its main principles and concepts identified.  

3. Problem Statement and Known Solutions. The problem will be stated here and 

available solutions will be explored. 

4. Methodology and Proposed Solution. The new method will be described here. 

5. Case Studies. Examples of the applications of the new method will be listed here. 

6. Findings and Related Work. The outcomes of this study will be presented and 

analysed. Future directions for continuing research will be considered. 

7. Conclusions. Confirmation of the studyôs objectives being achieved. 

 

2.2 Background and Key Concepts 
 

2.2.1 Operational management discipline 
 
Organisations around the world run operations to fulfil their function and to achieve the desired 

outcome.  

 

A truck company would run a fleet of vehicles transporting goods for the clients to generate 

profits for the owners. Their operation would involve a multiple of trucks and other 

transportation equipment carrying the loads around a particular geographical area. Goods 

would be picked up at a source location and dropped off at a destination. Human resources, 

as well as supporting IT systems, would also be involved in such an operation to fulfil relevant 

roles and make the operation run. 

 

A university will execute an operation around their educational process, running lectures, 

tutorials, examinations, and other teaching events to take the students through the end-to-end 

learning. Operational resources will include academic staff, supporting groups, lecture 

theatres, laboratories and required equipment. Outcomes of that operation would comprise of 

qualifications achieved by the students who attend this university. 

A software development company runs an operation that delivers IT solutions to its clients. 

Requirements are gathered, designs are completed, source code is written then an executable 

package is compiled and testing is performed to ensure the quality of the deliverables is 

satisfactory. This work is normally very resource-intensive and requires multifunctional subject 

matter experts being involved in the product delivery. Here too, many other resources, making 

the operation run, would be allocated, and a significant consideration would be given to ensure 

the delivery company generates profit and the clients get value for money. 
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The above listed and other operations need to be executed efficiently to fit into the constraints 

applicable to a given economic domain. It is a responsibility of the operational management 

discipline to devise a solution to all operational challenges and help the organisation that runs 

this operation to achieve their strategic goals. 

 

Existing academic literature pays significant attention to describing relevant concepts,  

(Chase & Zhang 1998; Demeter 2017). It analyses processes and techniques that help to 

make operational management more effective and operations themselves more robust and 

profitable. Marion (2018) talks about how researchers and practitioners alike negotiate the 

famous management triangle: the scope of work that has to be complete, the timing and 

resources involved with the function delivery. 

 

2.2.2 Operations run as projects or collections of projects (programs/portfolios) 
 
Increasingly the majority of activities organisations run today are delivered as projects. This 

approach helps to stay focused on outcomes and have a clear view of the resources allocated 

to achieve those results. In their case study, Cerne and Jansson (2019) show how 

projectification can be applied to process the global organisation using a sample of the 

Catholic Churchôs initiative. The spectrum of this arguably oldest and largest international 

organisation is wide. A multitude of various projects is being carried out daily. The authors 

show this approach had a positive impact on the success of the Catholic Churchôs operation. 

 

An example of applying key project management principals to collaborative research projects 

is described in the study by Lippe and vom Brocke (2016). They look at projects that deliver 

innovations by industry, academic, and public partnerships. They are challenging due to 

vaguely defined objectives and the often conflicting priorities of the stakeholders. They 

developed a graphical framework to present and analyse project models. Application of this 

situational project management approach has led to significantly improved management 

practice of collaborative research projects. 

 

Trenkner (2019) explores the adoption of the project management principles for the benefit of 

a given continuous improvement (CI) initiative. The idea of CI implementation has become 

popular in enterprises. It relates to the on-going positive change improvement of a given 

operation, implemented via many relatively minor enhancements, to make a given company 

more competitive (Trenkner 2019). Service providers specialising in transport, freight 

forwarding, and logistics (TFL) seek to optimise their processes. Optimisation criteria include 

levels of customer satisfaction, processing and competition time, quality of outcomes, and 
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delivery costs. Trenkner's (2019) study identified the strengths and weaknesses of related 

continuous improvement initiatives. Continuous improvement is now widely recognised and 

adopted in all types of organisations and is still a very challenging undertaking. Given the 

associated risks, it is important to have visibility of related impacting factors, and with that 

knowledge to have a solid implementation plan, allowing for the successful delivery of the 

strategic outcomes. 

 

The author argues that the most crucial aspect of the CI implementation in the surveyed 

organisation was the identification of common goals related to all stakeholders involved with 

the implementation. As with similar project delivery initiatives, this CI implementation required 

detailed planning and analysis of the related risks and issues, as well as active management 

of all the delivery aspects to lead to the completion of all improvement activities within 

anticipated timeframes. 

 

We continued the study into how various project delivery techniques are applied to different 

industries. A study by Pareliya (2019) is explored that investigates the implementation of agile 

project management in real estate initiatives. Increasingly, IT departments adopt the agile 

project delivery approach. It works better for projects, where it is challenging to specific 

customer needs and final products features during planning phases. The study has 

researched the positive outcomes of implementing an agile delivery method in infrastructure 

development. One of the many benefits of using the agile delivery method in that scenario 

was increased involvement of the delivery group in all activities. 

 

Additionally, this approach improves the level of the clientôs engagement with the delivery 

groups. On the other side, it reduces delay and delivery risks during the construction stage. It 

also advocates for effective time management and regular meetings, which helps to track the 

projectôs progress. Jim Highsmith (in Pareliya 2019) said: óA traditional project manager 

focuses on following the plan with minimal changes, whereas an agile leader focuses on 

adapting successfully to inevitable changes. 

 

The author claims that the main benefit of implementing the agile delivery method in the 

construction stage of the project was the increased level of communication between the team 

members. It gave them the freedom to demonstrate their initiative and to work independently. 

The agile project management method helps each team member to realise their abilities and 

contribute to the project outcomes productively. The agile approach enhances their 

professionalism as they are given more accountability for their work and an increased level of 

decision power. While being involved with this delivery method, the clients have also been 
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encouraged to increase their participation in delivery activities. Adopting agile project 

management has also resulted in clientsô satisfaction with the project outcomes. This has 

happened mainly because the product log was used as the main requirements and 

prioritisation document, and clients were participating in its grooming regularly. The study 

concludes that the implementation of an agile project management approach in the 

researched domain has decreased ambiguity and uncertainty. It has also helped with planning 

activities and decreased delays. 

 

Project management offices (PMOs) are critical functions of any organisation that  chooses to 

run their activities in a project/program/portfolio delivery fashion. They can help organisations 

to increase the project success rate and the overall organisational performance. Kaul and 

Joslin (2019) have completed an extensive literature review on how adopting projectification 

has transformed the way project management practices are considered. The literature review 

has examined how the research of PMOs in organisations has evolved and found trends in 

the different areas of project management research over the past 20 years. Ultimately that 

research helps to understand how to make PMOs more successful. The increasing success 

rate of PMO functions directly impacts the success rate of project delivery overall and results 

in organisations achieving their strategic objectives sooner and at lower costs. 

 

In the context of IT consulting delivery, customer needs for management consulting projects 

are subject to rapid change (McKinsey 2017; Sywottek 2018, cited in Kerscher & Günzel 

2019). As the nature of consulting operations transforms from the development in silos to 

cooperative and transparent participation by many working groups and frequent discussions 

of initial partial outcomes, and a higher number of short-term change requests during 

development work, the need to adopt a robust project management method eventuates. 

Traditional project management techniques of waterfall-like methods, including Project 

Management Body of Knowledge (PMBOK) (PMI 2008) or PRINCE2 (Commerce 2009) work 

well in some environments. More modern management techniques such as Lean Startup (Ries 

2017, cited in Kerscher & Günzel 2019) or Design Thinking (Lewrick & Link 2018, cited in 

Kerscher & Günzel 2019) demonstrate the current tendency towards iterative and adaptable 

methods (Denning 2018, cited in Kerscher & Günzel 2019). In their article Kerscher and 

Günzel (2019) researched implementation of Scrum for management consulting projects. The 

authors have developed and validated the concept called Scrum4Consulting. Their work 

shows how modern project management techniques can be successfully applied to IT 

consulting service delivery.  
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Business process improvement (BPI) is a way to evolve a given organisationôs way of working 

to introduce efficiency, provide better customer service and to better a variety of key 

performance indicators (KPIs). Process improvement could be delivered by radical change. 

Also, the enhancements could be brought about by incremental transformations (Brajer-

Marczak 2018). The paper presented by Brajer-Marczak (2018) considers the project structure 

as a vehicle for process improvement. The author stated that improvements implemented as 

part of projects took into account the entire complexity and scope of the target domain, and, 

most importantly, selection of various management approaches including Lean, Kaizen, Six 

Sigma and finally business process management (BPM). 

 

2.2.3 What are the projects and how are they normally run? 
 

As defined by PMBOK, a project is a temporary structure established to deliver a given 

packaged product, service offering or outcome (PMI 2008). Projects have a definite beginning 

and end. 

 

In modern business, world projects drive business activities (Gründler & Butterfield 2019) and 

define organisational evolution (Gründler & Butterfield 2019). 

 

Projects are tangible demonstrations of investments. In modern business, world sponsors 

would not commit to any significant spends without having established projects to run and 

deliver to their expectations in a predictable fashion. 

 

Normally, projects are temporary structures. They are created to achieve the required 

organisational goals. They must satisfy the following qualifications: 

¶ They need to meet the needs of the sponsors. 

¶ They must have priority relative to portfolio projects, which compete for project resources. 

¶ They must generate a positive change. 

 

Project risk management is a significant part of any project delivery method. Effective 

management of the uncertainties, which (if eventuated) will result in projects being negatively 

impacted, is critical to the overall project success. 

 

In their paper, Suárez (2018) researches a scenario when under extreme conditions project 

managers needed to take drastic measures as part of their risk management work to reduce 

losses of time, money and creditability when things do not go according to the original plan. 

They demonstrate one example of such a project that had a good chance to complete and 
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realise the significant benefits. The author described in detail the risk management activities 

related to the project in question. They noted that while it was obvious how project 

responsibilities were allocated according to the PMBOK Guide (PMI 2008), the framework did 

not provide actionable guidance on how to help project managers to deal with situations 

compromising a project.  

 

Suárez (2018) suggest establishing clear, transparent and timely communication to manage 

the risks. Once risks are identified in a project, they recommend alerting the project 

stakeholders as soon as it is practically possible. A set of valid, feasible and sound alternatives 

should be presented for consideration to the project committee. Based on the information 

provided, they will be able to take corrective actions, which in turn will result in projects either 

getting into the clear delivery path or (in extreme situations) project closures that reduce losses 

associated with project failure. 

 

Earned value management (EVM) is a technique employed by many professionals to measure 

the performance of project delivery relative to time and resources. It allows stakeholders to 

complete quantitative analysis of projects in question and derive a view on whether a project 

is progressing well, and also (even more importantly) on whether the project is likely to 

complete its activities on time and within budget. 

 

In their study, Morad and El-Sayegh (2018) explore critical impacting aspects for earned value 

techniques in building infrastructure developments. The authors state that to achieve 

sponsorsô objectives, operational managers need to complete these projects on time and 

within budget. The use of EVM would help with that due to its practicality and quantitative 

nature. Their paper analysed the integration of EVM in building in the United Arab Emirates 

(UAE). They conclude that the integration of EVM helps to establish a history of projects 

delivered earlier. This information can be used for comparative analysis to improve 

management of the in-flight projects. In addition to that, they warn that top management buy-

in is crucial for successful implementation of EVM. In their opinion organisations need to 

develop well-working processes for EVM implementation and resource these undertakings 

sufficiently. 

 

2.2.4 Project Scheduling and Planning 
 
As noted by Kerzner (2017), óa project plan is fundamental to the success of any projectô 

(Kerzner 2017). Kerzner thinks that the development of project plans could be time-consuming 
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and expansive, and for it to succeed all levels of the organisation have to participate. For a lot 

of projects, particularly large ones, comprehensive scheduling is required for all activities. 

 

Delivering the outcomes on time is the main objective of many projects (Haniff & Salama 

2016). Creating project schedules involves specifying the duration of project activities, 

calculating the best start and end dates of all activities and estimating the cost of fast-tracking 

projects. Stages of compiling a project schedule include developing and analysing a project 

plan and creating the Gantt charts. Active management of projects schedules may cover the 

following: 

¶ Activity specificationðdefying all the activities needed to complete each project. 

¶ Activity sequencingðdeciding the order in which each activity should be completed 

and identifying the dependencies between various components of the work breakdown 

structure. 

¶ Activity timingðdefining the duration of each activity, defining resource assignment 

and determining the resource loads required to execute each activity. 

¶ Schedule controlðto monitor modification relevant to a project schedule. Project 

schedules can be represented via either project network diagrams or Gantt charts. 

 

A network diagram is a schematic depiction of the project plan, developed from the work 

breakdown structure (WBS). It shows all the activities for a given initiative. 

 

Gantt chart notation is widespread as the main form of representing project schedules. It 

employs bar charts plotted across the timeline. Each bar demonstrates a project activity 

indicating its start and finish times. Still, there are several limitations in the use of Gantt charts. 

Among other issues, Gantt charts do not provide the level of detail that is available in network 

diagrams. 

 

According to Adeli and Karim (2001), the network diagram is the most popular medium for the 

graphical presentation of project schedules. Network diagrams include nodes, arrows and 

lettering to reflect both task attributes and dependencies.  

They defined this approach as follows: 

There are two different ways of representing schedules as a network of nodes and 

arrows. In an activity-on-arrow (AOA) diagram, arrows are used to represent tasks 

whereas nodes represent events or times of importance such as the start and finish 

time of tasks. In an activity-on-node (AON) diagram, on the other hand, nodes 

represent tasks and arrows between tasks establish precedence relationships. The 
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AOA and AON diagrams are equivalent in their modelling capabilities; a schedule that 

can be represented by an AOA diagram can also be represented by an AON diagram 

and vice versa. The AON diagram, however, is more general, compact, and displays 

more information than the AOA diagram. AON diagrams are used more broadly (Adeli 

& Karim 2001). 

 

 

Figure 2.1 Representation of Activity Using AON Notation 

 
The route along the project network related to the longest duration is called the critical path. 

 

The critical path method (CPM) (Lockyer & Gordon 2005) determines the minimal time in 

which a project can be delivered by analysing tasks on the critical path. The following attributes 

are important when discussing this method: 

¶ Earliest start (ES) shows the soonest time a task can commence when all activity 

dependencies are respected. 

¶ Earliest finish (EF) shows the soonest time an activity can be completed when all activity 

dependencies are respected. 

¶ Duration is an amount of time required to complete a given task. 

¶ Latest start (LS) shows the latest point in time when an activity can commence without 

delaying the project. 

¶ Latest finish time (LF) shows the latest point in time when an activity can be completed 

without delaying the project. 

¶ Float is a span when an activity can be postponed without delaying the project. 

¶ Lag is a delay between the first and second activities when the second succeeds the first. 

¶ Forward pass calculates the total duration by calculating the ES and EF for all tasks as EF 

= ES + task duration. 

¶ Backward pass calculates the LS and LF of all tasks as LS = LF ï task duration.  

¶ Activities with a zero float define the critical project path. 
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In the project governance discipline, the use of probabilistic analysis to define the duration of 

project activity is called the project evaluation and review technique (PERT). Recently the 

terms CPM and PERT are used as synonyms. They are represented by an AON network. The 

latter adopts the following qualities of the project to calculate a project length:  

1. The optimistic time calculation option assumes everything goes according to the plan, and 

activities are delivered without delays. 

2. The pessimistic time calculation option assumes that the project is experiencing some major 

issues and activities are delayed. 

3. The most likely time calculation options assume that the project would have some issues 

close to how initiatives are run in normal working environments.  

The PERT method is not widely used in the industry. 

 

In an endeavour to further explore aspects of PERT, Goman (2019) have conducted a study 

on practical verification of central limit theorem (CLT) assumption for PERT application. This 

is about applying a CLT to calculate length using standard normal distribution (SND). CLT 

assumes that some pre-requisites are met. The author summarised some problems with 

existing probabilistic assessments and proposed a chance constraint optimisation model for a 

probability-based project examination. They concluded that managers should update their 

time estimations using the Bayesian method. 

 

2.2.5 Projects/Programs/Portfolio 
 
It is important to realise that operational activities are often structured hierarchically to allow 

for more granular management. Such structures can be represented by projects, programs 

and portfolios. 

 

In their study, Jiang, Klein and Fernandez (2018) research the main differences between 

project portfolios, project programs, and projects as units of work. They state that a project 

has a defined delivery scope and expected outcomes. A program is a collection of related 

projects and activities formed to realise a given benefit (e.g., better financial outcomes or new 

value creation). An organisation portfolio is comprised of all active programs and projects. 

 

Once this structure is defined, it is easier to look at different management aspects which apply 

to the delivery across the enterprise as described in Table 2.1  Project, Program, Portfolio - 

Managerial Aspects.  
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Table 2.1  Project, Program, Portfolio - Managerial Aspects 

Management Area Project Program Portfolio 

Planning  Project-specific. Derived from projects 

which belong to one 

program. 

Organisation wide, based 

on strategic objectives. 

Scope All the tasks that need 

to be done to complete 

the project. 

Derived from the scope 

of projects which belong 

to one program. 

The anticipated change 

reflected in some 

measurable KPIs. 

Timeframes The specified 

completion date for a 

given project and all 

the related activities. 

Derived from the 

timeframes of projects 

which belong to one 

program. 

Described by 

organisational roadmaps, 

managing dependencies 

between all programs. 

Resources Focus on related 

suitability of anticipated 

resources and tasks to 

be performed. 

Planning resources 

across multiple projects 

within a program to allow 

timely completion of all 

projects. 

Manage the efficiencies 

of resource allocation 

across the organisation. 

Scheduling & Execution    

Scope Micromanage progress 

of activities completion 

and react to change in 

a timely fashion. 

Derived from the scope 

of projects which belong 

to one program. 

The anticipated change 

reflected in several 

measurable KPIs. 

Timeframes Micromanage progress 

and react to change in 

a timely fashion. 

Report on status. 

Derived from the 

timeframes of projects 

which belong to one 

program. 

Manage organisational 

roadmaps based on the 

actual progress, manage 

dependencies between 

all programs. 

Resources Enable resources. 

Remove blockers. 

Manage suitability, 

availability and 

allocation of the 

resources to the 

activities to be done. 

Manage resource 

allocation across multiple 

projects in the most 

effective way. 

Manage the efficiencies 

of resource allocation 

across the organisation. 

Risk Management Actively manage risks 

related to project 

scope, timing, 

resources. 

Manage project risks 

when they are escalated 

to the program level. 

Manage program-specific 

risks. 

Manage risks associated 

with strategic objectives 

delivery. 

Issue Management Actively manage issues 

related to the project to 

unblock delivery of 

project activities. 

Manage project issues 

when they are escalated 

to the program level. 

Manage program-specific 

issues. 

Manage issues 

associated with strategic 

objectives delivery. 

Overfall Management Role Micromanage the 

delivery of the scope 

within the timeframes 

with available 

resources. 

Macromanage delivery of 

the related projectsô 

outcomes within the 

timeframes with available 

resources. 

Ensure the organisation 

works well as a whole. 

Actively manage road 

maps to meet the KPIs. 

Main controls Project 

plans/schedules; risks 

and issues register. 

Program 

plans/schedules; risks 

and issues register. 

Roadmaps, KPIs. 
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2.2.6 Project Managers Drive Operational Management Discipline 

A project manager plays a critical role in the project delivery process. Their competencies 

across various qualities of the required skill set have been highlighted as decisive factors 

contributing to project success.  

 

According to Araújo and Pedron (2015), these project management professionals ócan 

develop competence that will allow them to build a productive environment for team members 

to perform well, ensuring project successô (Araújo & Pedron 2015). 

 

In their research paper, the authors have asked a question: óWhat are the most relevant 

competencies that IT project managers should possess to achieve IT project success?ô 

In their attempt to answer, the following competencies were identified as critical:  

¶ Team Management 

¶ Business domain knowledge 

¶ Communication 

¶ People skills 

¶ Technical 

¶ Project Management 

¶ Personal Characteristics 

¶ Organisational 

¶ Problem-solving 

¶ Professionalism 

 

We agree with the authors; these qualities are important and do contribute to the overall 

project success. 

 

2.2.7 How different project methods implement project management principles 

The waterfall approach is extensively described in PMBOK ï PMI (2008) and PRINCE2 ï 

Office of Government Commerce (2009).  

 

Naturally, once these methods found their space in the industry, several tools were made 

available to support their specific processes.  

 

Microsoft Project (Chatfield 2010; Stover 2011) is a well-recognised and widely adopted tool 

that project management practitioners around the world have adopted as their tool of the trade. 

It helps to implement planning, scheduling, execution and monitoring steps of the larger 
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operational management process. It is very intuitive and user-friendly. Its drawback has 

always been a lack of multiuser concurrent access to a single data repository. This weakness 

was somewhat addressed by the introduction of the project server (Quiring 2011). This 

technology allowed its users to maximise the resource management capabilities and óobtain 

better information on resource usage, costs, and future needs, and in turn, gain better 

planning, scheduling, awareness and control of your scarce resourcesô (Quiring 2011). It is a 

multiuser application and allows a single repository accessed by many team members as they 

each participate in the delivery process. 

 

PMBOK 

According to Marion (2018), project plan and project schedule are different entities. They claim 

that a project plan differs from a project schedule in many ways. For instance, project 

schedules do not address risk, communications, resources, quality, and procurement to the 

same degree as an overall project plan. The two are managed by separate controls to achieve 

the overall project success. 

 

The PMBOK (PMI 2008) method prescribes several tools and techniques to control project 

schedule. The most common are: 

¶ Performance Reviews 

¶ Variance Analysis 

¶ Resource Levelling 

¶ What-If Scenario Analysis 

¶ Adjusting Leads and Lags 

¶ Schedule Compression 

 

Performance reviews analyse schedule performance such as óactual start and finish datesô, 

ópercentage completeô, and remaining duration for ówork in progressô. If earned value 

management (EVM) is employed the schedule variance (SV) and schedule performance index 

(SPI) are analysed to assess the magnitude of schedule variations. If using the critical chain 

method, comparing the amount of buffer remaining to the amount of buffer needed can help 

indicate the project status. 

 

This delivery approach utilised the critical path method with all of its attributes extensively; this 

helps to complete the scheduling phases of project management. Gantt chart diagrams are 

also conveniently employed to visually represent current project schedules to stakeholders. 
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Overall, classic PMBOK can be described as a collection of well-defined controls which allow 

management professionals to conduct planning and execution monitoring on a very low level 

with a good certainty about expected outcomes. Strict change management processes are 

usually adhered to when managing scope change. Because of this well-defined process 

design to largely prevent changes to disrupt project delivery, this method is often considered 

as rigid and not suitable for deliveries in domains subjected to frequent change. 

 

According to the PMBOK Guide, óthere are five phases of project management: initiation, 

planning, execution, monitoring & controlling phase, closingô (Esposito 2015, in Banica et al. 

2017). During the initiation stage business cases are developed, and required stakeholders 

buy-ins are achieved. Planning focuses on establishing a clear view of how the project 

objectives will be achieved. As execution commences, those responsible will drive the project 

activities to allow a smooth delivery. Project management practitioners monitor project 

progress and assess if adjustments are required to re-align priorities and resource allocation. 

Banica et al. (2017) state, óProject closure represents the completed project, the stage when 

the team delivers the software product, and the project manager along with the customer 

representatives evaluates the performances of the entire projectô (Banica et al. 2017). 

 

PRINCE2 

PRINCE2 stands for óPRojects IN Controlled Environmentsô. It is a structured project 

management method that emphasises dividing projects into manageable and controllable 

stages such as : 

¶ Starting Up a Project 

¶ Directing a Project 

¶ Initiating a Project 

¶ Controlling a Stage 

¶ Managing Product Delivery 

¶ Managing Stage Boundary  

¶ Closing a Project 

 

It highlights the importance of communication plans and relies on principals of management 

by exception. 

 

Initial business case development at the start of a project and effective business case 

management for the rest of the project duration is a significant characteristic of this method. 
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In their paper Van²ļkov§ (2017) provides an example of how PRINCE2 can be employed to 

deliver projects used in an enterprise service industry. They describe the advantages of the 

methodology applicable to this use case. While this method prescribes a well-defined process 

of phase project implementation, which reduces risks and increased stakeholdersô confidence 

in successful outcomes, it has to be said that this method works better in very structured 

domains. In such environments, long-term plans can be compiled and executed without being 

exposed to constant change. This approach, however, is not very effective in domains where 

constant change around project scope, priorities and business rules is a fact of life and is 

considered as business as usual (BAU). 

 

As PMBOK, PRINCE2 and other waterfall methodologies became more and more criticised 

due to their inflexibility, another approach emerged in software development: agile 

methodology. 

 

Agile 

As the industry has become largely accepting of constant change in many delivery domains, 

PMBOK Version 6 included support for agile methodology (Marion 2018). Agile is intended to 

provide the means for quickly and flexibly providing incremental project deliverables with a 

minimum of process overhead. 

 

The agile approach (Banica et al. 2017) applied to software delivery introduces some risks. 

The most common cause of project failure being that the final product does not meet 

the client requirements. Another significant risk refers to exceeding project deadline 

and budget, due to the inexperienced team and, especially, to an inexperienced project 

manager (Banica et al. 2017). 

 

To manage these risks and improve the chances of successful delivery, teams use agile 

project management software. This software normally implements functionality supporting 

sprint planning, progress reports, prioritisation and backlog grooming.  

This century has seen agile delivery methods commence, which ócombine adaptable and 

highly flexible methods designed to help teams to develop applications faster and safer 

(Mihalache 2017). In their paper, the author analysed several technical tools enabling agile 

delivery. That analysis was focused on effective management of resource management and 

delivery timelines, as well as the ability of various approaches to support effective scope 

management and requirements documentation. Mihalache (2017) stated, óRegarding the tools 

comparison, VersionOne and Rally provide the highest level of features for managing multiple 



PhD Thesis ï Operational Scheduling with Business Modelling and Genetic Algorithms 

Page | 34 Victoria University - Melbourne ï Australia - Copyright 2020 Boris Petukhov 

agile projects for established and mature teamsô (Mihalache 2017). In the modern IT world, 

ódevelopers in many teams work remotely, and these tools also make working in such teams 

as comfortable as possibleô (Mihalache 2017). Atlassian Jira is a proven tool for agile project 

management. It can be integrated with a large number of plugins. Mihalache (2017) claims 

that óvisual Studio Team Services is also a powerful integrated tool, having a lot of effective 

features easy to useô (Mihalache 2017). Microsoft being a provider and consumer of this 

technology constantly improves this package and Google Docs and Microsoft Project are both 

effective tools for relatively simple agile project management. 

 

In their paper Banica et al. (2017) presents the concept of DevOps (Development & 

Operations), as an early-stage project management methodology, built on the agile principles. 

They think that it contributes to project management for IT solutions delivery and support. The 

authors óexperienced this methodology by developing a small project in the academic 

environment by three teams of master students, using VersionOne softwareô (Banica et al. 

2017). 

 

According to Banica et al. (2017) VersionOne defines DevOps as óan IT mindset that 

encourages communication, collaboration, integration and automation among software 

developers and IT operations to improve the speed and quality of delivering softwareô. Banica 

et al. (2017) define as óDevOps has the same Agile principle, stated in Agile Manifestoô (Banica 

et al. 2017; Manifesto for agile software development 2019) and óIndividuals and interactions 

over processes and toolsô. Another interesting practice area of DevOps defines concepts and 

helps to implement automation in the software delivery procedures. Banica et al. (2017) claim 

that óDevOps uses the same principles as Agile methodology, adding further the operation and 

functionality of the deliverablesô (Banica et al. 2017). To support DevOps, VersionOne has a 

collection of tools óto track the progress of the project: story planning boards, burn-down, burn-

up and velocity chartsô (Banica et al. 2017). 

 

While it is common to have project delivery governed by one of the available methods, it is not 

unusual to see how a combination of a few approaches is adapted to meet specific 

requirements of a given organisation and its operational eco-system. In their paper, 

Rosenberger and Tick (2019) are researching the adaption of classical PMBOK framework to 

cope with Scrum. 

 

As it is known in the field of operational management, some of the project management 

frameworks like PMBOK demand a detailed level of planning and scheduling and solid change 

management. Others like Scrum rely on team self-management and delivery flexibility and are 
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open for change. In their article, the authors have proposed five PMBOK components that are 

accepted as crucial for Scrum delivery model. Such integration of these two methods might 

be challenging. Roles of driving each of the methods are very different. In agile, the project 

manager assumes overall responsibility of the project success but cannot actively manage the 

execution by the agile development team. In PMBOK, the project manager controls all the 

project activities at every stage. Also, developing project work structures and estimating the 

timing of activities is complex in agile due to conflicting concepts of predictable planning 

performed in traditional delivery management methods and agility that needs to support ever-

changing priorities and scope. Still, their study showed that gaps between traditional project 

management and agile development could be closed. Two candidate solutions were 

proposed. 1) Integration of Strike System for project governance (Rosenberger & Tick 2019). 

This approach helps to share responsibility assigned to Scrum teams and managers. 2) 

Project manager assumes a role as Scrum master when they are comfortable working óinsideô 

of a team which delivers agile sprints. 

 

2.2.8 Project Success Factors 

In their paper, Abylova and Salykova (2019) analyse critical success factors in project 

management. In their opinion, óproject management is a broad subject with different 

knowledge areas that embrace a variety of issues a project manager, a team, organizations 

and experts have to deal with to succeed in project implementationô (Abylova & Salykova 

2019). When researchers discuss the factors of project success, they normally focus on two 

different concepts: successful project delivery and successful project management. It is 

challenging to separate the two. In our opinion, successful project delivery results in all the 

objectives being achieved. Successful project management is assessed using the prescribed 

project management processes and controls. 

 

We think that it is interesting to witness how the concepts of project success have evolved 

over time, what models emerged, and what methods are used to analyse and manage project 

success. 

 

There are many considerations related to project management success. They include system 

integration, delivery scope, human resources management, communication with teams and 

stakeholders, risks and procurement management. Morris and Hough (cited in Abylova & 

Salykova 2019) mentioned four other success factors which should also be considered as part 

of success including health and safety, positive experience for the stakeholders, positive 

impact on the owner-organisation and positive impact on the overall delivery eco-system. 
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Kejun and Fenn (2019) analyse success factors and performance indicators of construction 

projects. The construction industry is a very influential industry sector in world economies. It 

attracts significant investment funding and presents many opportunities for infrastructure 

development. Recently, the challenging business climate and complex delivery models have 

made it difficult to measure the success of projects in that space (Neely 2005, cited in Kejun 

& Fenn 2019). Kejun and Fenn (2019) think that it is crucial to measure performance 

accurately. Their study has developed a óhierarchical model of construction project 

performance measurement (HMCPPM)ô (Kejun & Fenn 2019) to analyse the status of the 

projects. That model was structured to better link measurement benchmarking and project 

objectives. The Analytical Hierarchy Process (AHP) as a decision-support approach was 

utilised to construct the model and determine the scores via pairwise evaluations and 

recommendations of subject matter specialists.  

 

The key performance indicators were calculated via related parameters including ótime (SPI), 

team satisfaction (TSI), communication (CMI), client satisfaction (CSI), cost (CPI), profitability 

(PPI), billing (BPI)ô (Kejun & Fenn 2019). These are calculated using techniques introduced in 

PMBOK. 

 

According to Kejun and Fenn (2019), quality and safety should be used for performance 

measurement. Other factors (e.g. time, team satisfaction, communication, client satisfaction, 

cost, profitability, and billing) will help to assess success from three facets, including internal, 

customer, and financial points of view. 

 

More analysis of the project success criteria, in this case, focused on the IT services industry, 

was undertaken by Gründler and Butterfield (2019). In their study, they wanted to check if the 

existing performance measures were effective, how success can be defined, and whether the 

agile or waterfall method could be used to measure a projectôs success. Traditional project 

delivery methods use quantitative analysis to measure project success. This technique 

ignores the specifics of the domain. The current method adopted by the Information 

Technology industry focuses on qualitative analysis of project environments and outcomes. 

Their study claimed that both qualitative and quantitative techniques are important. 

 

Projects fail because their supporting structures are not arranged in time, and they cannot 

achieve the expected delivery velocity. Some causes of project fiasco include inadequate 

planning, financial issues, weak business cases, or the oversight of sustainability, 

appropriateness, and practicability. Csiszárik-Kocsir (2018) completed an examination of the 

above-described success factors using Hungarian organisations. They claim that the 

https://www.google.com/search?q=quantitative+analysis&spell=1&sa=X&ved=2ahUKEwjfxILBxenpAhUJwzgGHVl7BWwQkeECKAB6BAgVECY
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enterprises considered projects planning to be critical regardless of their size. In other words, 

if a project is well planned, then it would probably meet the expectations and deliver to the 

anticipated scope. Their paper highlights the importance of the following factors:  

¶ Appropriate risk management 

¶ Availability of well qualified and committed project managers 

¶ High quality of project deliverables 

¶ Outside factors like economic policy and impact on the environment 

 

Ágnes Csiszárik-Kocsir (2018) thinks that óthe success of a project also highly depends on 

how well it can be implemented into the project promoter organizationô (Csiszárik-Kocsir 2018). 

 

We largely align with classifications of project delivery success factors stated in the existing 

literature and can present its view on important contributors to the project success in the list 

below. 

¶ Time management 

¶ Resource management 

¶ Scope management 

¶ Quality management 

¶ Risks management 

¶ Issues management 

¶ Other projects in the portfolio and relevant dependencies management 

¶ Adoption of innovative delivery method and techniques 

¶ Legal and compliance 

¶ Opportunities management 

¶ Wins management 

¶ Successful integration with other technology/processes/people 

¶ HR management 

¶ Effective communication 

¶ Procurement management 

¶ Safety (internal and external) 

¶ Stakeholders satisfaction 

¶ Customer satisfaction 

¶ Tangible benefits to the organisation 

¶ Non-tangible benefits to the organisation 

¶ Long-term impact on project environment 

¶ Project management process 
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¶ Knowledge management (documentation) 

¶ Change management (human factor) 

¶ Controls to drive, measure, report, monitor all the success factors (above) 

 

The project management target domain is very dynamic and the number of project models is 

constantly increasing; the list of such critical factors is therefore subject to constant evolution 

This dynamic nature is also driven by the change in customer organisation, which is also 

impacting how the delivery projects need to be managed. 

 

2.2.9 Many projects fail 

According to some industry sources, óon average, large IT projects run 45 per cent over budget 

and 7 per cent over time, while delivering 56 per cent less value than expectedô (Bloch, 

Blumberg & Laartz 2012). Also óone in six IT projects have an average cost overrun of 200% 

and a schedule overrun of 70%ô (Bloch, Blumberg & Laartz 2012). Based on these statistics, 

it can be concluded that software development projects run at a very high risk of budget and 

timing overruns. 

 

2.2.10    Why do projects fail? Risks and issues that lead to failure 

According to Auer and Rosenberger (2018), project delivery in the information technology field 

is steadily increasing, and the budgets of IT groups grow. They state that óonly 16.2% of all 

projects are successfulô (Standish Group 2015, cited in Auer & Rosenberger 2018). In their 

view, the so-called óhybrid projectsô, which adopt a combination of principals from both 

waterfall and agile methods, have specific risk factors, which, if neglected, lead to failures and 

financial loss. In particular, they discuss how when projects become more agile it is sometimes 

difficult to measure their success using the KPI simply because those are not available. They 

also state that not having a dedicated project manager who is normally responsible for project 

management end to end, but now not available in agile delivery structure, adds to the risk of 

successful project completion. 

 

This hybrid management style is an approach that combines traditional and agile governance 

techniques (Auer & Rosenberger 2018). That approach utilises the best components from 

those two methods, while keeping the organisational structures and procedures largely intact 

(Komus et al. 2015, cited in Benjamin & Philipp 2018). It is challenging because a robust script 

of how hybrid initiatives are delivered does not exist.  
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Most of the time, projects are evaluated using key performance indicators (KPIs) (Auer & 

Rosenberger 2018). Unfortunately, there is no clear definition of which parameters constitute 

a key performance indicator and which does not. Therefore, it is often challenging to calculate 

these KPIs. (Parmenter 2015). Due to this uncertainty, project delivery risks are more likely to 

eventuate. Project accomplishment is also threatened (Csiszárik-Kocsir et al. 2017). The 

literature review reveals numerous project failures. Out of the subject matter expertsô 

interviews, eight reasons were listed, and the view was expanded to add another four reasons 

(Coolman 2016, cited in Auer & Rosenberger 2018).  

1. Inattentive management  

2. Insufficient project management  

3. Poor communication  

4. Lack of collaboration between the working groups involved  

5. Human factors and technologies that make things more difficult 

6. Important decisions were not made 

7. Missing goal definition  

8. Underestimate deadlines 

9. Unreasonable expectations set up in the planning phase 

10. Under-resourced management groups 

11. Under qualified management groups 

12. Failure to recognise the vital details  

 

Auer and Rosenberger (2018) presented an assessment system which can be applied to 

hybrid projects. It allows verifying if initiatives were unsuccessful because of acknowledged 

issues. Also, two definition representations for hybrid projects were considered thoroughly. 

They presented possible results of each delivery stage (start, execution and completion). 

Using a literature review and participantsô interviews, the team has recognised uncertain 

components leading to projectsô failures. Following that, key objectives were established for a 

retrospective valuation technique. Focusing on these objectives, a given professional would 

be able to assess if the project issue matches with one of the earlier established problems. 

 

In their study, Flyvbjerg and Budzier (2013) state: óA $5 million project that leads to an almost 

$200 million loss is a classic óblack swanôô. They described how one of the IT projects at Hong 

Kongôs airport suffered a loss of $600 million in 1998 and 1999. 

 

They assessed 1,471 initiatives, analysing their budgets and estimated performance benefits 

against the actual expenditure and delivered outcomes. That review showed that the average 

budget overrun was 27%. 
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The list of observed failures continues as they reviewed how in other countries companies 

collapse due to failed technology implementations.  

In 2006, for instance, Auto Windscreens was the second-largest automobile glass 

company in the UK, with 1,100 employees and £63 million in revenue. Unsatisfied with 

its financial IT system, the company migrated its order management from Oracle to 

Metrix and started to implement a Microsoft ERP system. In the fourth quarter of 2010, 

a combination of falling sales, inventory management problems, and spending on the 

IT project forced it into bankruptcy (Flyvbjerg & Budzier 2013).  

 

The German company Toll Collectða consortium of DaimlerChrysler, Deutsche 

Telekom, and Cofiroute of Franceðsuffered its own debacle while implementing 

technology designed to help collect tolls from heavy trucks on German roadways. The 

developers struggled to combine the different software systems, and in the end the 

project cost the government more than $10 billion in lost revenue, according to one 

estimate. óToll Collectô became a popular byword among Germans for the woes of their 

economy (Flyvbjerg & Budzier 2013). 

 

These examples may seem like an unfortunate once-off failure. But, as the literature shows, 

such disasters do happen frequently. 

 

Wisianto (2019) assessed the risks associated with a refinery project. They studied how one 

of their organisations implemented the Refinery Development Master Plan (RDMP). This plan 

was to refurbish four parts of standing refineries and building two components of a new 

refinery. They researched risks related to different projects stages, namely project 

development and project execution. That given project had 170 risk items logged with 46% in 

the categories of strategy and planning, 2% related to compliance and the remaining 22% 

accounting for the operations and infrastructure domains (Wisianto 2019). These figures are 

in line with the understanding that the planning phase would normally have a relatively high 

risk. The highest number of risks fall into the business strategy area. These include the 

business operation model, partner relationship, financial management and land management. 

These risks are mostly owned by the Project Development Department. The study confirmed 

that the sample projects had a very large number of risks. The analysis of the risk log has 

confirmed that risks associated with strategy and planning were the biggest contributors in the 

Megaproject Directorate. To improve the chances of successful delivery, risk analysis and 

mitigation plans should be completed at the beginning of every initiative. 
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As seen in these examples, the reasons projects fail (risks that will potentially become issues) 

span not only along with various project components, but also across project phases, where 

some are specific to the project starting times, and others relate to implementation and 

completion. 

 

2.2.11    Success factors in the scope 

While the existing literature identified quite a broad set of factors which impact the success of 

projects delivery in the modern world, this list needs to be narrowed to only those items which 

are relevant to the scope in the context of this study dedicated to Operational Management 

Optimisation (OMO). These in-scope factors will be looked at in more details as the study 

progresses. 

 

In the context of business process management (BPM) and business process improvement 

(BPI), the following levels of maturity are shown: 

¶ Ad hoc approach 

¶ Streamlined process 

¶ Automated process 

¶ Optimised process 

 

 

Figure 2.2 Argo AI - levels of operational process maturity 
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To allow for a better success rate, organisations should automate and optimise operational 

management processes. 

 

In the context of operation planning and scheduling maturity, the following levels are 

observed: 

¶ Ad hoc planning and scheduling 

¶ Streamlined planning and scheduling 

¶ Automated scheduling 

¶ Optimised scheduling 

 

 

Figure 2.3 Argo AI - Operational Planning / Scheduling Maturity 

 

In summary, the success factors in scope can be listed below. 

 

¶ Operational management process should be automated 

¶ Operational management process should be optimised 

¶ Operational plans should be valid 

¶ Operational schedules should be current 

¶ Operational schedules should be optimised 

 

The author thinks that for the project delivery to be successful, the associated processes have 

to be automated and optimised. Also, the operational schedules have to be optimised to allow 

managers to select that solution that meets their needs as close as possible. 
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For the rest of this thesis, we will consider scheduling automation and optimisation as the 

major in scope project delivery success factor. 

 

2.2.12    Practical AI 

Based on existing literature and industry experience, the following applications of artificial 

intelligence in the business process improvement field are observed by the author: 

Å Machine Learning 

Å Deep Learning 

Å Robotic Process Automation 

Å Chatbots 

Å Optimisation 

 

2.2.13    What practical AI techniques are in scope and how they help now 

The main success factor in scope is Operational Management Optimisation. How do the 

various industry participants and academic researchers achieve the objective of having their 

operations run as close to optimal as possible? 

 

To deliver projects (be it construction of an apartment block or delivery of a major upgrade to 

an enterprise financial management system) in predictable fashion management, 

professionals in various industry sectors employ planning and scheduling techniques to know 

what is being delivered when and at what cost and deliver projects outcomes on time and 

within budget. This approach is very well supported by methods, industry standards and 

technologies. 

 

To deliver initiatives effectively, valid plans and current schedules are needed. It is also  

beneficial if schedules are optimised to allow initiatives to be run in the most optimal fashion. 

 

Project management discipline is a mature field of knowledge. Like many other areas of 

human activities, it progresses in time and experiences various levels of adoption and 

technological support. The paper-based recording has been replaced by electronic Gantt 

charts, following by Scrum Boards, supporting multi-user, multi-device access to the same 

consistent set of data governing projects and programs of work. 

 

It could be said that, while the project management practice goes through major technological 

transformations, the community has been somewhat overwhelmed by the rapidness of the 

change and started questioning the underlying concepts of this field. 
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Additionally, the spaces being managed are also subjected to rapid transformations, change 

and uncertainties. 

 

All these experiences raise questions: 

¶ If the domain being managed changes so rapidly that the existing tools cannot cope with 

that pace, and project schedules are never current, should the planning activities be 

dropped altogether? 

¶ If the agile delivery method are now being adopted and long-running Gantt Charts are no 

longer relevant, should the planning activities be dropped altogether? 

¶ If a given tool does not provide full visibility of project-related information by all involved in 

a very effective and suitable fashion, should the planning activities be dropped altogether? 

 

The authorôs answer to all of these questions is: óOf course not!ô 

 

Anyone who desires to deliver their initiative predictably (on time, on budget and to the agreed 

scope) must apply a robust method and supporting technologies to plan and execute 

successfully. 

 

The way forward would probably be to not focus on details of the available technologies or, 

indeed, related problem domain, but instead pay attention to the underlying principles of the 

managerial practice. Regardless of which industry sector being operated in, or the current 

status of technological advances supporting the management process, plans must be valid, 

current, and (if possible) optimised. 

 

2.3 Problem Statement and Known Solutions 
 

2.3.1 Problems 

Multiple problems with project management delivery 

According to Katunina (2018), low-level maturity of the project management discipline 

significantly reduced success rates of project delivery. The author discussed and categorised 

óthe main problems with organizational project management development. These problems 

are concerned with poor support of organizational enablers. Organizational project 

management development should be considered in the context of strategic governance and 

managementô (Katunina 2018).  
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Additionally, as discussed in section 2.2.8, many other factors contribute to project delivery 

success or failure.  It is the responsibility of the project manager to manage these factors 

adequately to achieve better performance outcomes of their project delivery efforts. 

 

The focus is only on the effective management of plans and schedules. 

As agreed in section 2.2.11, the success factors in scope only include operational scheduling 

automation and optimisation. Problems related to those will be analysed. 

 

Operational schedules are large 

As organisations scale up the sheer amount of initiatives they do, the size of those initiatives 

also steadily increases. Project schedules with thousands of items listed and managed are 

the norm. Tens of internal and external resources are involved with project delivery; they vary 

in their skill sets and costs to the project. This volume of information that needs to be managed 

presents a challenge for those responsible operational managers. It simply becomes difficult 

from a cognitive load point of view to apply management principals effectively to operational 

domains with large schedules and resource pools. 

 

Operational schedules also grow in size when the aim is to combine plans of various projects 

and programs into one concise artefact. This approach is often used to show how a larger 

resource pool is allocated to many initiatives across the entire organisation (e.g. project 

portfolio). 

 

Operational schedules are complex 

Botchkarev and Finnigan (2015) claim that ócomplexity is an inherent attribute of any project. 

The purpose of defining and documenting complexity is to enable a project team to foresee 

resulting challenges in a timely manner and take steps to alleviate themô (Botchkarev & 

Finnigan 2015). They look at complexities in operational management by modelling relevant 

business domains. A ócomplexity taxonomyô is delivered and analysed in three levels: óthe 

product, the project and the external environmentô (Botchkarev & Finnigan 2015). 

 

For five decades, ócomplexity has been acknowledged as a critical project dimensionô 

(Botchkarev & Finnigan, 2015). 

  

The authors claim that if project managers identify complexities early, they will have a better 

chance to delivery their initiatives successfully. They suggest that a systematic approach 

should be applied to assess complexity qualities. Identified problems are then mapped and 
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managed accordingly. The proposed method could be applied to project management in many 

business domains, while they focus their discussion on the delivery of information systems.  

 

In their case study, Cerne and Jansson (2019), while confirming a positive impact this 

projectification had on the success of the Catholic Church's operation, have identified several 

challenges related to this approach. It was difficult to coordinate cross-project resources, 

technical development and learning. This resonates with our current understanding that 

effective resource allocation across a large number of activities is challenging. 

 

It is difficult to respond to rapid change 

As seen from the literature review, operational management is not equipped to respond to 

change in a timely fashion. On the contrary, a few management methods introduce controls 

to prevent change form disputing project and to surround the projects with the process which 

make it hard to accept the change. 

 

At the same time, the business environment where projects deliver becomes increasingly 

competitive and dynamic. It does change constantly and significantly. In this ecosystem, the 

inability of managerial function to adapt to the change and effectively adjust the way things 

are done, has become a major obstacle. 

 

Plans and schedules are not valid 

Many project plans compiled with Microsoft Project (Stover, Biafore & Marinescu 2011) are 

taken into execution with some critical information still missing. Not all the project activities 

and relevant dependencies are accounted for and not all the information about the estimated 

durations and required resource skillset is present. Such plans and schedules are considered 

as not valid. As execution using invalid plans progresses, the delivery teams experience 

challenges related to pure planning and this may result in project failures. 

 

Schedules are not current 

When projects and programs prepare for their initiatives to start, they invest many 

resources/hours to compile valid and current schedules. Once these are done, and the 

initiatives commence, the work follows these well-prepared scheduling artefacts. Naturally, 

not long after that start things change (someone gets fired, someone starts with the 

organisation, things get delayed, things complete earlier, etc.). All of these events cause the 

schedule to óbreakô. In other words, it simply does not reflect the reality on the ground. It is not 

current. It is very hard to re-create another schedule that is aware of all the things that 
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happened previously in the project. Often managers have no choice but to continue running 

their project with that óoldô schedule by applying some fixes to keep it more or less workable. 

 

Schedules are not optimised 

A lot of organisations do not even attempt to have optimised schedules, as they simply do not 

have expertise and technical capacity to take their operational management practice to that 

level. 

 

Industry data 

Based on our professional experience, about 70% of industry projects have valid plans. Thirty 

per cent of all projects have current schedules, and 2% attempt to optimise their operational 

schedules. 

 

Figure 2.4 Argo AI - OMO Industry Data 

 

2.3.2 Known solutions 

If 100 project managers are stopped on the street and asked if they have valid, current and 

optimised delivery plans, it would be discovered that about 70% have valid plans, about 30% 

have a current schedule, and perhaps not more than 3% would have optimised schedules. 
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At the time of writing, several approaches are used to solve the project planning and 

scheduling problem. It is often seen that various industry sectors tend to adopt a particular 

method and supporting technology suitable to address their operational needs in a given time 

and geography. Such selection is likely to become the best practice, and participants adopt 

the selected approach to be aligned with other industry players. 

 

Such approaches vary from more traditional waterfall-like methods (i.e. PMBOK, PRINCE2) 

to more modern agile alternatives (i.e. Scrum, DevOps, Lean, etc.).  

 

These frameworks allow project management practitioners to streamline planning and 

scheduling processes. Sometimes they even take the maturity to the next level and allow these 

processes to be automated. 

Very rarely optimisation of proposed scheduling solution is performed to not only show that a 

solution is available to solve the problem and complete a set of operational activities 

predictably but also to see how out of many such solutions some demonstrate improvements 

across various qualities. They can therefore be considered as optimised concerning relevant 

parameters. 

 

How different project methods solve the problem 

Maturity of project management (PM) practice will allow for a better success rate of project 

delivery. Also, the larger and the more complex the organisation is, the more critical it is to 

have good PM practices in place. 

 

In their study, Katunina (2018) analysed the current state and dynamics of project 

management in the organisations in a given geography. They have identified problem areas 

and explored ways for improvements. The research has confirmed that high-performing 

delivery groups appreciate the value of the art of project governance better than the under-

performing teams. Only a small percentage of organisations involved in that study 

demonstrated a high level of project management maturity.  

 

Katunina (2018) emphasises that nowadays, óthe main objective of organizational PM is to 

tie the PM practices to business processes and organizational strategy in order to develop 

the integrated process as the sustainable strategic advantageô (Katunina 2018). If the project 

managers could achieve that alignment, the organisation would become more successful in 

their project delivery. 

 



PhD Thesis ï Operational Scheduling with Business Modelling and Genetic Algorithms 

Page | 49 Victoria University - Melbourne ï Australia - Copyright 2020 Boris Petukhov 

PMBOK 

Several techniques are employed to actively manage project schedules in the context of 

ótraditionalô waterfall delivery methods. Following are some examples, tabled by Haniff and 

Salama (2016). 

 

Fast-tracking is a technique where the project delivery time is reduced by introducing parallel 

execution of activities that would normally be run in sequence. Rather than waiting for a 

dependent activity to be completed, the successor activity commences at the same time as 

the dependent activity. 

 

The author states that sometimes it is beneficial to change the priorities of the project 

objectives. For example, a compromise can be made between delivery cost and product 

quality, delivery time and product quality or delivery cost and total project duration. The author 

does not agree with allowing quality to be compromised. It should always remain acceptable 

and ensure that deliverables are fit for purpose. The author allows for trade between the three 

dimensions of the project management triangle (time, scope, resource). If time and resources 

are constrained, the scope could vary to allow for delivery of minimum viable product (MFP), 

which still meets a ómust-haveô set of customer requirements. 

 

In summary, issues with project delivery time can be managed by applying fast-tracking when 

activities planned to be executed consecutively are completed in parallel. Project managers 

can also apply project crashing when resources are added to the project for the least cost 

possible. 

 

Agile 

Nowadays, an exponential growth of information technology development is being witnessed 

that requires specialists to bring the ability to this domain and to rapidly accommodate the 

changes that occur in a very dynamic business environment. If the delivery of information 

technology initiatives (either enhancing an existing system or introducing new ones) cannot 

transform and allow for such agility, the customer organisations wonôt be able to keep up with 

the change in the markets and will lose their competitiveness. agile delivery approach is not a 

new concept, and its principles are relatively simple and very easy to follow to warrant the 

positive impact on the delivery teams. Based on existing research, there is an increasing 

number of agile project management technological tools on the market that should help users 

to manage their agile initiatives more effectively.  

 



PhD Thesis ï Operational Scheduling with Business Modelling and Genetic Algorithms 

Page | 50 Victoria University - Melbourne ï Australia - Copyright 2020 Boris Petukhov 

In their recent research Mihalache (2017) show how the success of software delivery projects 

relies on the usage of an effective toolset supporting agile project management. Some 

technologies available on the market are assessed, and their strong features and weaknesses 

are presented for considerations. Interestingly the set of evaluated tools is only designed to 

support existing management processes. This means that if the process does not try to find 

an optimised solution to a management problem, the tool will not attempt to solve this problem 

either. 

 

Atlassian Jira (Lynda.com 2015) offers a technology that implements project management in 

an agile fashion. It allows all project participants to interact with this web application and 

effectively manage their own and other team membersô workloads. This tool is very well 

integrated with other applications offered by Atlassian (Confluence, Bitbucket, Bamboo) and 

helps to streamline project delivery activities end to end (project management, workflow 

management, requirements elicitation and management, coding, testing and deploying). 

 

Trello (Johnson 2017) is a Kanban tool, which very much like Jira, helps organisations to 

deliver their initiatives in collaborative and agile fashion. While being an easy-to-use web 

application, relative to Jira, it lacks a robust implementation of the workflows, helping project 

participants to understand the status of all the delivery components. At the moment, because 

of its simple and intuitive interface, it is recognised as one of the best free offerings in the agile 

management tools market. 

 

As Manole and Avramescu state óAsana is one of the best tools on the marketô (Manole & 

Avramescu 2017). It comes with a wide range of strong integration features and can run on 

PCs and mobile devices, either in iOS or Android environments. It is a technology that helps 

to manage agile teams, and also allows them to collaborate and communicate effectively. 

Agile project managers use Asana to manage initiatives at a very granular level. They can 

create tasks that belong to the project and assign tasks to available resources for workloads. 

Project stakeholders can follow the task and provide comments in their context to keep the 

project audience informed and engaged. 

 

Literature review shows that none of the above-described agile project management solutions 

offers optimisation functionality. 
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Critical Chain  

Critical chain project management (CCPM) was introduced in 1997 by the Israeli physicist 

Eliyahu Goldratt who wrote the book óCritical Chainô (1997) to describe the concepts and 

application of the method. It was developed in response to projects that were marred by poor 

performances and failure to deliver to stakeholdersô expectations. The method applies 

Goldratt's óTheory of Constraintsô (TOC) to resolve scheduling and delivery problems. In their 

paper Luiz at al. (2019), when analysing state of the art in CCPM Luiz et al. (2019) conducted 

a review of existing literature related to this approach. The CCPM controls the project 

performance using óbuffer managementô (BM). The buffers are normally split into three 

components, including óexpected variation,ô ónormal variationô and óabnormal variationô (Luiz et 

al. 2019). This approach helps with the timing management of the projects. 

 

Automated Scheduling 

Project management is well described in PMBOK ï PMI (2008), PRINCE2 - Office of 

Government Commerce (2009) and agile (Journal 2013) methodologies. While these delivery 

methods help project managers to form, plan and deliver projects, they do not prescribe a way 

for effective scheduling of project activities.  

 

This problem was addressed by several studies and technical advances, resulting in the 

availability of numerous project-scheduling techniques and instruments.  

 

Based on several research and development (R&D) initiatives conducted by Argo Computing 

(2019) and others such as Jiang (2004), it can be said that scheduling in large and complex 

resource-intensive domains is challenging. It is not unusual for a large or medium size 

organisation to spend $10M + per annum on operational activities. Very often, scheduling is 

implemented manually or with very limited automation. Below are just some of the problems 

experienced in the scheduling area. 

 

While a significant effort has been made to research various separate areas of operational 

planning and scheduling, it is often not clear how to apply these methods and approaches to 

given industry scenarios in a single well-defined fashion. PMI (2008), Office of Government 

Commerce (2009) and agile (2013) only proposed a theoretical body of knowledge and did 

not offer a technically supported implementation method. Available scheduling automation 

technologies like MS Project, SAP Project Services and others only solve problems that fit into 

a very strictly defined model, prescribed by the respective solution providers. The reviewed 

optimisation methods are also limited to simplistic managerial structures. Operational 
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managers are left with the task of having to select from these known techniques to 

accommodate their particular circumstance. This path may lead to the proposed solutions 

being far from optimal. 

 

It takes a long time to generate a schedule for a large project (Argo 2019). It is often impossible 

to regenerate the schedule when project conditions change. Usually, only one schedule is 

generated. Only a given set of hard constraints is implemented. Often soft constraints are not 

even considered. It is often difficult to calculate the ideal number of project resources required. 

Ad hoc changes cannot be validated. Resource allocation (full/partial and single/multiple) can 

be challenging. Equipment allocation (single/multiple) can be challenging. Internal and 

external participantsô availability for windows implementation can be challenging. 

 

Organisations around the world are facing scheduling problems for a long time now. As 

problem domains get larger and more complex, these challenges become more difficult to 

address. At the same time, the benefits that effective solutions present are ever more 

attractive. These difficulties and potential benefits from successful implementation have 

attracted researchers from around the world to this problem space. The most known research 

in scheduling was done for transport, educational timetabling, and software development 

project management. These initiatives have resulted in significant improvements and benefits 

realised in the scheduling domain. 

 

In modern project management history, two main approaches to deliver initiatives are waterfall 

and Agile. While Microsoft Project does address some of the resource-levelling and 

optimisation functionality, it does not truly implement searching of the whole solution domain 

to investigate a large number of suitable schedules and see which one is more optimal 

concerning one quality or another. 

 

Another planning and scheduling tool, widely accepted in enterprise project management 

organisations, is Oracle Primavera (Williams 2012). Similar to other capabilities suitable for 

waterfall-like project delivery, it offers a robust technology to support planning, scheduling and 

execution aspects of the operational management. It also integrates well with enterprise tools 

and ERP systems (i.e. Oracle EBS, JD Edwards, and PeopleSoft) and offers scalability across 

varies delivery structures (project, program, portfolio). Similar to Microsoft Project, it still lacks 

optimisation features. 

 

CA Clarity PPM (Velpuri 2011) is another major player in the larger enterprises planning field. 

It implements functionality to manage multiple projects in one workspace and allow for that 
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broad view across the whole of the organisation. This view shows how activities are 

progressing and how resources are utilised. Again, it does not cover the optimisation very well 

and does not offer stakeholders to see what opportunities they have to achieve benefits related 

to different qualities of the delivery when more than one solution is presented for selection and 

is taken into execution. 

 

SAP Project Services (Zupsic 2003) is a fully-featured project management instrument. Its 

functionality supports a number of project management processes including budget planning, 

activities scheduling, procurement of materials and labour. 

 

Among other functionality, it offers the ability to manage a pool of available resources which 

can be assigned to activities based on their primary or secondary suitability. For example, the 

primary role of a given resource is a software developer. They can also perform software 

testing, but it is not their preferred function. The system will be able to track them as a software 

developer and also allocate testing activities when no other resources are available. 

 

The inability of the so-called óWaterfallô method to respond to change effectively resulted in 

practicians around the world starting to look for alternatives. 

 

In recent years organisations have adopted agile delivery method to deal with complexities 

and pace of change specific to software delivery operations. 

Various flavours of this method were developed: 

 Requirements Driven Development 

 Test-Driven Development 

 Scrum 

 Kanban 

 

General principles of the agile approach are described in Project Management Journal (2013). 

 

While initial planning and scheduling was used for operational management widely for some 

time now, in more recent times, both industry and academia wanted to see if scheduling 

solutions could be optimised. They thought that if the solution domains could be searched for 

better variants, users could be rewarded with better outcomes. 

 

Two main methods commonly used in solving scheduling optimisation problems are: 

¶ exhaustive search (aka brute-force search) method (Pearl 1984) 

¶ heuristic search 
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The first method evaluates all the possible solutions to a given problem and the second only 

does it relative to a subset of possible solutions. The second approach sometimes is the only 

feasible option, since for a large and complex problem domain, the number of possible 

variations might be too big, and their processing might be prohibitively expensive. 

 

The genetic algorithm (GA) has been known since the 1970s as one way of implementing 

heuristic searches when tackling scheduling problems. Holland (1992) defined the main 

principals of this technique in 1975. It applies the selection of the fittest concept used by 

Mother Nature in the engineering discipline to computerise search and optimisation. 

 

A literature review reveals that there is access to some specific implementations of GA related 

to the scheduling and optimisation domain described in scientific and other resources. They 

tend to focus on only one type of problem. It would be difficult to modify them to meet the 

needs of another industry sector or a given organisation. 

 

The known implementation of GA needs to perform a cross over and mutation operations on 

sample solutions to create new chromosomes, and effectively search the problem space for 

alternatives. Before such operations are executed information that describes a given sample 

(i.e. a set of activities with allocated timeslots and resources) is encoded (converted to a binary 

format). The operation (cross over or mutation) is then performed on encoded data. When 

these operations are done, the encoded data is decoded back to the format describing the 

solution (i.e. classes, attributes, relationships, etc.). The decoded information can be 

evaluated to see if the newly generated solutions are valid (i.e. they do not violate hard 

constraints). Needless to say, this is a limitation; it negatively impacts the qualitative and 

quantitative performance of the search process. 

 

As they are implemented in C++ (Jiang 2004) or Delphi (Argo 2019) or they require the 

implementation of data structures specific to these languages (data classes), this may result 

in doubling both development and execution efforts when the input data is already stored in 

well-defined native database structures. 

 

The reviewed solutions do not implement programme scheduling (more than one project-

scheduling problem). 
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2.4 Methodology and Proposed Solution 

2.4.1 Method Context 

This new method supports an end-to-end implementation of solutions to scheduling problems 

in complex domains. It includes both theory and the actual technology to guide the operational 

manager through preparation, planning, scheduling and optimisation phases of their 

operational management effort. 

 

This project-scheduling method combines current advances in different fields with industry 

experience, and it helps to address project-scheduling challenges better. Planning and 

scheduling problems in complex and resource-intensive domains can be solved using 

business modelling and genetic algorithms (GA) using this method.  

This new method offers an integrated operational scheduling approach, allowing its users to 

follow a clear path and address their day-to-day problems at the level of complexity required. 

It will start from essential planning and scheduling where relatively simple scheduling is 

performed and will move into domain-specific scheduling, which offers unrestricted, 

customised and complex implementations. Finally, this method will also allow for artificial 

intelligence implementations based on genetic algorithms, which take the initially proposed 

scheduling solutions to the most optimal schedules that could be generated for given problem 

scenarios. 

 

Split the plans and schedules 

Significantly the method splits the operational management artefacts into two main categories: 

¶ Operational Plans 

¶ Operational Schedules 

Plans usually describe what tasks are performed within a given initiative and in what order 

(e.g. what dependencies are present). They also specify expected task duration and resource 

types required to complete those. 

 

Schedules specify what actual resources are being allocated to planned tasks for what 

periods. In other words, a plan, aligned across actual resource and time dimension, becomes 

a schedule. 

 

Resources ς suitable and available 

For the method to work and for the resources to be allocated when schedules are generated, 

a pool of valid and available resources is maintained. This pool is used by the scheduling 
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engine to create schedules and should have sufficient resource capacity to meet the demand 

specified in the plan; if not, the user will not be able to create schedules. Importantly, in addition 

to resourcesô skill sets (suitability), the system uses calendar functionality to specify when a 

resource can be assigned to projects tasks (availability). Resource costs relative to units of 

time are also managed to understand the overall cost of delivery when the schedules are 

compiled. 

 

Valid plans 

According to the method, a plan is valid when the following conditions are met: 

¶ All the tasks are listed 

¶ Durations are specified 

¶ Required resourcesô skill sets are specified 

¶ All the tasks dependencies are captured 

¶ There is only one starting task 

¶ There is only one finish the task 

¶ Percentage complete is specified to allow for those scenarios when some tasks are 

complete partial or in full 

 

Current schedules 

Operational schedules are current when they reflect the true situation on the ground. This 

applies to the currency of resources assigned (they are still available and suitable, they have 

not left the organisation or changed their expertise). The list of tasks is still in line with what 

needs to be done. This includes related dependencies and percentage complete. 

 

Optimised schedules 

Schedules are considered optimised when the operational managers can select from a 

population of valid and current schedules, which all meet what is called óhardô constraints fully, 

but fare differently in relation to ósoftô constraints or ónice to haveô qualities. For example, one 

schedule candidate may offer 5% cost reduction and others will allow efficiencies in delivery 

timeframes. The method allows running optimisation across multiple constraints. It also allows 

for weighting applied to various qualities. This is used to calculate the overall fitness of a given 

solution and its place in the list of possible candidates for execution. 

 

The method covers the process of managing plans and schedules E2E  

Any project management method will have at least three phases described and implemented: 

¶ Project Planning 
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¶ Project Scheduling 

¶ Project Execution 

 

Project planning focuses on understanding what tasks/activities will have to be completed to 

achieve the overall project outcomes and how they related to each other (i.e. does one need 

be fully completed before the next task starts). This phase also describes what kinds of 

resources are required to complete the project tasks and what resources are available to the 

project in question. One such list of activities, their dependencies and required skillset is 

complemented with a pool of available resources who possess the required quality to suit the 

skillset needs; it can be said that the project plan is now complete and can be taken to the 

scheduling phase. 

 

The project-scheduling phase will take inputs from the project planning and will allocate all the 

activities into the actual time dimension (i.e. assign start and end times to each task) and 

specify which resources will be assigned to these tasks for their duration and complete the 

work. Such schedules have to be initially compiled and published before the project starts its 

execution phase. They will also need to be modified every time plans change, for instance 

when resources are no longer available, or other resources have become engaged with the 

project. 

 

When a good schedule is compiled and published the project execution starts. Information 

about actual completion times, allocated resources and project progress is recorded. Project 

execution is being monitored by project management professionals and may trigger changes 

in planning and/or scheduling. 

The proposed method will streamline and automate the above-mentioned phases of the 

overall process. It will optimise its scheduling component to see if out of already valid and 

current schedules, more optimal ones can still be generated. 

 

The study answers the research question 

Ultimately the method helps operational managers to always have valid plans and current 

schedules. It allows them to still progress and has their schedules optimised. 

 

The method solves the problem 

As will be shown later in the paper, the proposed method addresses the problems in scope 

and makes operational management more effective. It can be equally successfully adopted in 

large, complex domains where change is a norm. 



PhD Thesis ï Operational Scheduling with Business Modelling and Genetic Algorithms 

Page | 58 Victoria University - Melbourne ï Australia - Copyright 2020 Boris Petukhov 

2.4.2 The Implementation 

Delivering an advanced scheduling solution requires a set of expert knowledge in various 

related areas such as project management, scheduling, timetabling, mathematical modelling, 

business intelligence, and business process management. The fact that the author possesses 

this expertise will allow this research project to be delivered successfully. 

 

This method will construct business models of the problem domain, identify hard and soft 

constraints, implement GA procedures, generate initial schedule samples, perform crossover 

and mutation and perform the fitness valuation and selection. 

 

This method will allow for specific scheduling problems to be addressed predictably. 

 

This method will combine theoretical knowledge, technological scheduling implementation and 

GA optimisations in a single framework which, when implemented, offers operational 

managers a new end-to-end solution to their scheduling problems. 

 

The business modelling component allows the user to manage complexities and dynamics of 

various business domains and having the problem structures ready as an input into the 

implementation phases of scheduling and optimisation. This solves a major issue that many 

alternative methods have, where the solution model is locked in during the method design and 

implementation and cannot fit with a real-life business problem model. Such scenarios often 

lead to a business having to adjust their structures and process to fit with what the selected 

method and technology offers. Such compromise may lead to that business losing their 

competitiveness and their unique value proposition, followed by the loss of revenue and 

reduced profitability. 

 

GA implements the optimisation component of this method and allows the achievement of 

optimal outcomes without applying expositive searching techniques. It implements the artificial 

intelligence component of the method, which makes the optimisation engine possible and 

applicable to the method overall. 

 

Classic business/technology initiatives delivery methods, typical to the software development 

life cycle (SDLC), will be adapted to the delivery of this research. These will be complemented 

with pure research and scientific techniques described in the existing literature on the topic of 

genetic algorithms (Grefenstette 2014; Hartmann 1998; Haupt 2004; Holland 1992; Rutkowski 

et al. 2014). 
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Since every problem domain needs to have its model designed and developed, advanced 

mathematical models specific to a given business domain will be built. The Unified Modeling 

Language (UML) design tools and RDBMS systems will be used to analyse and implement 

the project/programme/ portfolio management system model. The known implementations are 

employing computer languages like Java, Delphi, C++ and C# to construct these models. 

Native RDBMS data implementation components ï database tables ï will be used to store 

data within this study project. 

 

Search and optimisation algorithm ï GA will be designed, and hard and soft constraints will 

be identified. The main components to be designed include population initialisation operations; 

GA crossover; GA mutation; fitness function for each constraint; fitness-related function for 

each schedule; and elitism related procedures. 

 

Custom configured scheduling and optimisation modules implementing the earlier defined 

algorithms will be developed. This will be coded using native MS SQL server data structures 

and procedures. This should allow the user to avoid using Java, Delphi, C++ or C# computer 

languages because the main schedule generation procedures will be written in SQL and T-

SQL. The main components to be developed include population initialisation operations; GA 

ï crossover; GA ï mutation; fitness function for each constraint; fitness-related function for 

each schedule; and elitism related procedures. 

 

Within this research and with the support of a sponsoring organisation (Argo Computing 

Services Pty Ltd), a technology was built to implement the Method and run some case studies 

to validate its applicability in various problem domains.  

 

Here and beyond that, technology is called Argo AI ï OMO (Argo artificial intelligence ï 

Operational Management Optimisation). This technology is protected and unconditionally 

remains the property of Argo. 

 

Figure 2.5 Argo AI - E2E Scheduling Process shows how the end-to-end scheduling process 

is implemented. 
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Figure 2.5 Argo AI - E2E Scheduling Process 

How the plans and resources are managed 

Figure 2.6 Project Planning below shows how the planning phase focuses on the specification 

of activities that need to be performed, their dependencies and estimated required effort. Each 

activity has to be completed by a specific role (skill set). The plan also includes a list of 

resources available to fulfil each role related to planned activities and their availability in the 

form of the working calendar. 
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Figure 2.6 Project Planning 

 

Hard and soft constraints relevant to a given plan are defined and specified in detail to allow 

their implementation in the scheduling phase. A hard constraint is effectively a requirement 

that if not satisfied, would make the whole schedule invalid. Examples of such constraints may 

include a requirement to ensure that a given resource is not allocated to more than one activity 

at a given moment in time, or a rule requiring that one teacher cannot teach more than one 

class at the same time. Soft constraints, on the other hand, specify requirements that could 

be violated (nice to have) or only implemented partially. For instance, a project coordinator 

would prefer to work on activities related to the same project for a full day without interruptions. 

If a proposed schedule does not fulfil this requirement, it will still be considered to be valid. 

The table below lists several such constraints relevant to IT Project scheduling. 
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#  Description  Hard/Soft 

1  One resource cannot be allocated to more than one activity at the 

same time  

Hard 

2  Activity dependencies have to be implemented (i.e. start-finish)  Hard 

3  Planned activity duration has to be implemented as scheduled 

duration  

Hard 

4  Planned activity skill set has to be implemented as scheduled skill 

set  

Hard 

5  Resource availability specified in planning cannot be violated in 

schedules  

Hard 

6  All planned activities must be scheduled  Hard 

7  Project duration should be minimised Soft 

8  Project cost should be minimised Soft 

9  Resource load / load deviation / load distribution should be even Soft 

10  Milestones ï external dependencies should be considered Hard 

Figure 2.7 Hard and Soft Constraints Specific to Project Scheduling 

 

It is important to understand that the plan does not stipulate the actual allocation of activities 

to calendar time slots and human resources. This will be implemented in the scheduling step 

of the process. 

 

To allow the system to automatically generate current schedules, valid plans and pools of 

available and suitable resource as input need to be provided into the scheduling process. A 

plan needs to meet several requirements to ensure all the information is present in acceptable 

shape and form to be considered as valid. 
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One way to meet those requirements would be to implement an upload and validation function 

via a web front end. Figure 2.8 Argo AI - OMO - Sample Plan Upload shows how validation is 

enforced when a plan is uploaded into the system. 

 

Figure 2.8 Argo AI - OMO - Sample Plan Upload 

 

When a valid plan is uploaded, the users can see all the details of that plan in the system, as 

shown in Figure 2.9 Argo AI - PMP - Sample Valid Plan 

 

 

Figure 2.9 Argo AI - PMP - Sample Valid Plan 

As mentioned earlier, the Method requires all the tasks to be linked and start in one point while 

finishing in one endpoint as shown in Figure 2.10 AI - OMO - Sample Valid Plan - Critical Path. 
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Figure 2.10 AI - OMO - Sample Valid Plan - Critical Path 

 

Managed resource pool 

A pool of suitable and available resources and their costs is managed as per Figure 2.11 Argo 

AI - OMO - Sample Resource Pool 

 

 

Figure 2.11 Argo AI - OMO - Sample Resource Pool 

Automatically created schedules 

Scheduling will take the previously defined plan and convert it into an executable list of tasks 

allocated to actual resources and calendar time slots. In this phase, hard and soft constraints 

will be implemented. In project management, this is the most labour-intensive and challenging 

component.  

 

Figure 2.12 Project Scheduling shows how scheduling is implemented for an IT project. 
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Figure 2.12 Project Scheduling 

 

This research study will attempt to address scheduling problems by automating the scheduling 

phase. 

 

To approach the solution, the problem domain needs to be defined and modelled. 
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Figure 2.13 Problem Domain Model 

 

The solution domain then needs to be defined and modelled. 

 

 

Figure 2.14 Solution Domain Model 
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When both problem and solution domains are fully modelled, the automatic scheduling 

processed will be developed to generate a valid solution(s) for the problem. This will be used 

to create initial pupation of valid schedules. 

 

When the system is presented with a valid plan and a resource pool, schedule generation can 

be performed by the scheduling module and outcomes of that step can be presented as a 

project schedule in line with Figure 2.15 Argo AI - OMO - Sample Current Schedule. 

 

Figure 2.15 Argo AI - OMO - Sample Current Schedule 

 

The same schedule can be shown in a Gantt Chart view as shown in Figure 2.16 Argo AI - 

OMO - Sample Current Schedule - Gantt Chart. 
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Figure 2.16 Argo AI - OMO - Sample Current Schedule - Gantt Chart 

 

That newly generated current schedule can now be imported in Microsoft Project tools for 

further referencing and distribution (see Figure 2.17 Argo AI - OMO - Sample Current 

Schedule - MS Project). 

 

Figure 2.17 Argo AI - OMO - Sample Current Schedule - MS Project 
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Updated progress 

A selected schedule is taken into the operational execution. When teams have their tasks 

completed (partially or in full), the operational manager would update that progress using 

appropriate tools (i.e. MS Project) and would compile schedules reflecting those updates. 

When they need to proceed to the next iteration of schedule creation and optimisation, they 

will provide this updated plan as an input into the overall schedule generation and optimisation 

process. The system will be intelligent enough that resources and tasks duration will need to 

be allocated with the percentage complete in mind.  

 

How the schedules are created automatically with current progress in mind 

Figure 2.18 Argo AI - OMO - Sample Current Schedule ï Excel shows how a new schedule is 

created with the known current progress. 

 

 

Figure 2.18 Argo AI - OMO - Sample Current Schedule ï Excel 

 

How the schedules are optimised  

The next step after scheduling component is complete is to look at the optimisation engine. 

As mentioned earlier, its objective will be to find solutions that offer a more optimal usage of 

project resources, complete work in shorter timeframes, or allow users to do the same work 

but spend less money. This improved solution will be known as the fitter ones related to the 

soft constraints discussed earlier. 

 

Genetic algorithm (GA) operations will be employed to search the solution space for a more 

suitable solution. 

 

Figure 2.19 Argo AI - OMO - Optimisation Process shows how the schedules are optimised. 

Initially created schedules undergo GA operations (crossover and mutation), the fitness of the 
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candidate solutions is measured and after ranking, best-fit candidates make it into the next 

optimisation cycle. The optimisation process continues until the objectives are achieved. 

 

 

Figure 2.19 Argo AI - OMO - Optimisation Process 

 

Genetic Operations 

Figure 2.20 Sample GA Operation ï Crossover shows how the first GA operation is performed. 

 

 

Figure 2.20 Sample GA Operation ï Crossover 

 

Figure 2.21 Sample GA Operation ï Mutation shows how the second GA operation is 

performed. 
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Figure 2.21 Sample GA Operation ï Mutation 

 

Fitness Function (also known as Objective Function) is used in genetic algorithm operations 

to measure the strength of a given solution. It can be simple or complex when some simple 

functions are combined to take into account more than one quality of a sample. In our method, 

a complex measuring approach will be used to allow the fitness function to be a sum of scores 

calculated relative to soft constraints considered in the optimisation. 

 

Schedules selection for execution 

When human beings are presented with a population of valid and current solutions, they will 

select the most optimal one to be taken into the execution phase of their operation. 

 

2.5 Case Studies 

Several case studies were conducted under the overarching umbrella of this PhD project. 

Their detailed designs and outcomes are presented in separate chapters related to this 

method, including the following:  

 

2.5.1 Accounting Practice ς Projectise and Productise 

A case study showing how operational planning and scheduling techniques can be applied to 

an accounting, taxation and compliance practice to achieve operational efficiencies. This 

technique is called projectisation. The implementation of projectisation is achieved through 

the application of a proprietary system, Argo Scheduling. 

 

Additionally, this study reflected on how the packaging of a practiceôs service offerings into a 

product, an approach known as productisation, is implemented to make the company more 

competitive and appealing to current and prospective clients. 

 

https://drive.google.com/open?id=1QpT0hhPZc5njSmz9DgyoA1u_G3D3qn0kp9vbD0JbjH4
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2.5.2 IT Program and Portfolio Delivery Optimisation.  

This case study shows how operational planning and scheduling techniques were applied to 

a software development company to achieve operational efficiencies. 

 

The earlier developed Operational Scheduling with Business Modelling and Genetic 

Algorithms method was used to achieve the desired outcomes. It helped to automate and 

optimise scheduling process. 

 

2.5.3 Telecommunications Network Resource Allocation Optimisation.  

This case study shows how an operational management optimisation method and its 

techniques can be applied to telecommunications network provisioning where resource 

allocation has to be optimised to offer those who run the network to utilise the most optimal 

planning of the resource possible. Given optimisation benefits often reach 5 to 10% across 

different qualities of the considered solution, applying such an approach to a domain where 

tens of thousands of devices need to be included in the plan promises to deliver some 

significant savings opportunities. 

 

2.5.4 Climate Change and Operational Optimisation.  

This research component analysed the climate change issue. It presented the known facts 

about climate change and its impact on the planet. If offered a detailed discussion of possible 

applications in climate change, and opportunities for future research. It assessed actions that could 

be taken to respond to the challenge and checked if AI techniques in general and Argo AI ï 

OMO, in particular, could be utilised to bring about some desirable outcomes. 

 

2.6 Findings and Related Work 

2.6.1 Data Analysis 

The proposed method implementation and its testing in the case studies have shown positive 

outcomes. We were able to significantly automate the main phases of operational 

management (i.e. planning, scheduling, optimisation). Cross-industry case studies prove that 

the method can be adopted by multiple types of organisations. 
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Table 2.2  Data Analysis 

# Industry Sector Problem Domain Most Significant Outcome 

1 Telecommunications IT environment 

management 

Implemented automated 

allocation to testing needs 

2 Professional 

Services 

Delivery of the tax and 

compliance function 

Write-offs for a given financial 

year reduced by 9.60% 

3 IT Consulting Implement web 

application 

Project cost can be optimised by 

11.87% 

4 Building & 

Construction 

Running a building 

project 

Delivery time can be optimised 

by 7.60% 

5 Telecommunications Network resource 

allocation optimisation 

CPU utilisations can be 

optimised by 12.96% 

 

2.6.2 Summary of findings and benefits 

Domain complexity 

This method can be used to solve scheduling problems in complex, large resource-intensive 

and heavily constrained project/program/portfolio management domains. More streamlined 

and optimal schedules will be generated and optimised to achieve a nearly óperfectô solution. 

 

Practicality 

This method provides an end-to-end solution to real-world scheduling problems. 

 

Multi-industry sector 

This method can be implemented in different industry sectors: 

¶ IT solution delivery 

¶ Transport and logistics 

¶ Building and construction 

¶ Accounting services 

¶ Educational services 

¶ Retail and wholesale trade 

 
















































































































































































































































































































































































































