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Preface

Computational Fluid Dynamics (CFD) is a rapidly evolving field that has seen 
remarkable growth in recent years. The application of numerical methods and algo-
rithms to study fluid flow has revolutionized our understanding of many phenomena 
in fluid mechanics, such as turbulence, multiphase flow, and heat transfer, thermal 
reactions. As such, CFD has become an essential tool for engineers, physicists, and 
researchers in various fields.

CFD simulation is a transdisciplinary technique across fluid mechanics, mathemati-
cal algorithms, and computer science that offers a cost-effective alternative to 
experimental tests. It can accurately reproduce real-world flow phenomena, capture 
key information for analysis, and has a wide range of applications in fields such as 
mechanical engineering, chemical engineering, environmental engineering, and 
thermal engineering. With the aid of high-performance computers, CFD has made 
significant progress in recent decades, allowing for even greater accuracy and effi-
ciency in solving practical problems.

This edited book, Computational Fluid Dynamics – Recent Advances, New Perspectives 
and Applications, presents a collection of articles that showcase the latest develop-
ments in CFD. The book covers a wide range of topics, from the fundamental prin-
ciples of fluid mechanics and numerical methods to advanced applications in various 
engineering and scientific fields. The chapters are contributed by leading experts 
from academia, industry, and research institutions, providing a comprehensive 
overview of the current state of the art in CFD. The book is composed of seven chap-
ters. Chapter 1, “The Basic Theory of CFD Governing Equations and the Numerical 
Solution Methods for Reactive Flows”, provides an introduction to the basics of CFD, 
including governing equations and numerical methods, with a focus on reactive 
flows. Chapter 2, “Hyperbolic Navier-Stokes with Reconstructed Discontinuous 
Galerkin Method”, presents the Galerkin method as an attractive and viable option 
for discretizing governing equations. Chapter 3, “Computational Fluid Dynamics for 
Advanced Characterisation of Bioreactors Used in the Biopharmaceutical Industry – 
Part I: Literature Review,” reviews the use of CFD for process characterisation and 
determining process engineering parameters in the biopharmaceutical industry. 
Chapter 4, “Computational Fluid Dynamics for Advanced Characterisation of 
Bioreactors Used in the Biopharmaceutical Industry – Part II: Case Studies,” presents 
case studies that demonstrate how CFD can be used to determine the process charac-
terization of mechanically driven bioreactors in the biopharmaceutical industry and 
validate the results experimentally. In Chapter 5, “The Effect of Al2O3 Concentration 
in Annular Fuels for a Typical VVER-1000 Core”, the effect of Al2O3 with varying 
volume percentages in annular fuels for a typical VVER-1000 core is investigated 
using a CFD modeling approach. Chapter 6, “CFD Application in Ground Source 
Heat Pump System”, discusses the use of CFD to predict the heat transfer character-
istics of the ground heat exchanger (GHE), a critical component of ground source 
heat pump (GSHP) systems. Finally, Chapter 7, “Application of CFD to Prediction of 
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Heat Exchanger Temperature and Indoor Airflow Control Simulation in Room Air 
Conditioner Development”, describes two CFD models used to investigate the perfor-
mance of room air conditioners in detail, focusing on the fin-and-tube heat exchanger 
and the operation of the fan.

Although the different applications involved are interdisciplinary in nature, there 
is a common need to identify the distribution of fluid dynamic parameters, such as 
velocity distribution, pressure distribution, temperature distribution, and detect 
their effects. The advances described by the participating authors have greatly con-
tributed towards this goal. During the preparation of this book, all the participating 
authors spent significant efforts in composing the chapters with their extraordinary 
knowledge and high motivation and performed serious revisions where needed. The 
publication of this book would not have been possible without their ongoing support. 
The time that they have taken away from their busy schedules to contribute to this 
book was valuable and greatly appreciated. Also, we are thankful to Mr. Dominik 
Samardzija, Ms. Jasna Bozic, and Ms. Lucija Tomicic at IntechOpen who helped us 
throughout every step of the publishing process. 

We hope that this book will be a valuable resource for students, researchers, and 
practitioners interested in the latest developments in CFD. We would like to thank all 
the contributors for their excellent work and commitment to this project, as well as 
the publishers for their support in bringing this book to fruition.

Guozhao Ji
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Chapter 1

The Basic Theory of CFD
Governing Equations and the
Numerical Solution Methods for
Reactive Flows
Guozhao Ji, Meng Zhang, Yongming Lu and Jingliang Dong

Abstract

The universal principles of fluid motion are the conservation of mass, momentum
and energy. This chapter will introduce the CFD governing equations and describe
how the continuity equation, component equation, Navier-Stokes equation and
energy equation were derived from the principles above. With the expanding appli-
cation of CFD simulation technology, some processes such as fluid-involved reactions,
adsorption and permeation, which break the conservation of mass, momentum and
energy for fluid phase, should be coupled to CFD model. In view of this, this chapter
provided the theories about source terms for the mass equation, momentum equation
and thermal energy equation. The technology for solving these governing equations
remained a challenge for a long period due to the complexity. Thanks to the develop-
ment of numerical methods, such as the finite difference method and the finite
volume method, these equations can be solved and provide reasonable numerical
results of flows, heat transfer and reactions. This chapter also demonstrates the basics
of these two major numerical techniques.

Keywords: governing equations, finite-difference method, finite-volume method,
reacting flow, multiphase flow, source term

1. Introduction

Using Computational Fluid Dynamics (CFD) simulation is of great importance in
modeling reactive flows because it allows for the prediction and analysis of complex
fluid dynamics and chemical reactions in a controlled and cost-effective environment
[1]. In fluid reactors, the reaction rate depends on many factors such as concentrations
of reactant fluid and product fluid, temperature and turbulence, and these key factors
vary with time and space coordinate [2]. Knowing the evolution and distribution of
the heat and mass transfer factors is important in reactor design and operating condi-
tion optimization. CFD simulations can be used to model and simulate the behavior of
reactive flows, such as combustion [3], pyrolysis [4–6], gasification [7] and some
other chemical reactions-driven fluid flow [8], and get detailed information on heat
and mass transfer inside reactors.
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There are many advantages of CFD over other traditional research methods. For
example, CFD simulations can predict the behavior of combustion, which can be used
to optimize combustion systems and reduce emissions. CFD simulations can also be
used to optimize the design of reaction systems, such as gas combustion in turbines,
boilers, and engines, pyrolysis or gasification in thermal reactors by predicting the
performance of different designs and optimizing the operating conditions for maxi-
mum efficiency. Safety analysis can be performed by CFD simulations as well, by
predicting the behavior of the system under different conditions and identifying
potential risks. A distinct advantage of CFD simulations is that it can provide a cost-
effective means of analyzing and optimizing reactive flow systems, as they can be
used to simulate and analyze the behavior of the system under a wide range of
conditions without the need for expensive physical testing [9].

The results of a CFD simulation are obtained through numerical methods that
solve the fluid flow governing equations using a finite difference or a finite volume
method. The numerical methods used in CFD simulations involve dividing the fluid
domain into a grid or mesh of discrete cells and then solving the equations governing
fluid flow and heat transfer at each of these grid points or cells. The numerical
methods used in CFD simulations are complex and require high-performance com-
puting resources. The accuracy of the results depends on the quality of the mesh, the
numerical methods used and the convergence criteria [10]. Therefore, CFD simula-
tions require a deep understanding of numerical methods with careful validation and
verification to ensure that the results are accurate and reliable.

To better understand CFD simulations, learning the basics of CFD theory is essential
for a few reasons. CFD basic theory provides a fundamental understanding of the
governing equations and numerical methods used in CFD simulations. This under-
standing is essential for developing accurate and reliable CFD simulations. A thorough
understanding of CFD theory allows for the development of more efficient and accurate
simulations. This is because it enables the user to select appropriate numerical methods,
grid sizes and convergence criteria. CFD simulations can be complex, and errors can
arise due to various reasons. Understanding CFD theory allows the user to identify the
source of the error and develop solutions to fix it. CFD theory is constantly evolving,
and researchers are continually developing new methods and algorithms to improve the
accuracy and efficiency of CFD simulations. A strong understanding of CFD theory is
essential for contributing to the advancement of the field.

2. Governing equations

As fluid is one of the existing states of matter, it follows the laws of motion, such as
mass conservation, momentum conservation and energy conservation. These laws
govern the motion and force of fluid, and thus are called governing equations. These
equations are generally expressed in differentiation forms.

2.1 Continuity equation

If our object is an infinitely small grid, continuity indicates that the mass of fluid
entering this small grid equals the mass of fluid flowing out of this grid plus the mass
of fluid accumulating in this grid. Since the continuity equation is derived from this
mass conservation concept, it can also be regarded as a mass conservation equation
which is expressed as Eq. (1).

4

Computational Fluid Dynamics – Recent Advances, New Perspectives and Applications



dm
dt

¼
X
in

_m�
X
out

_m (1)

where m is the mass of this small grid and is defined as m = ρΔxΔyΔz. The mass
entering and exiting the small grid in the Cartesian coordinate is demonstrated in
Figure 1. In the actual scenario, the flow direction does not have to be the same as
Figure 1 shows. Any reversed flow direction can be considered if a minus sign is in the
front of a term. According to Figure 1, the mass entering this grid with the flow is

X
in

_m ¼ ρuΔyΔzþ ρvΔxΔzþ ρwΔxΔy (2)

Based on the Taylor series expansion for the ρu, ρv, and ρw terms by omitting the
higher order terms, the mass exiting out of this grid is

X
out

_m ¼ ρuþ ∂ ρuð Þ
∂x

Δx
� �

ΔyΔzþ ρvþ ∂ ρvð Þ
∂y

Δy
� �

ΔxΔzþ ρwþ ∂ ρwð Þ
∂z

Δz
� �

ΔxΔy

(3)

Substituting Eqs. (2) and (3) into Eq. (1), one can obtain Eq. (4).

∂ ρΔxΔyΔzð Þ
∂t

¼ ρuΔyΔzþ ρvΔxΔzþ ρwΔxΔy

� ρuþ ∂ ρuð Þ
∂x

Δx
� �

ΔyΔz

� ρvþ ∂ ρvð Þ
∂y

Δy
� �

ΔxΔz

� ρwþ ∂ ρwð Þ
∂z

Δz
� �

ΔxΔy

(4)

Figure 1.
The schematic of mass conservation in a control volume.
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After canceling the identical terms with opposite signs, dividing ΔxΔyΔz on both
sides, and taking the limit for Δx ! 0, Δy ! 0 and Δz ! 0, we have Eq. (5).

∂ρ

∂t
þ ∂ ρuð Þ

∂x
þ ∂ ρvð Þ

∂y
þ ∂ ρwð Þ

∂z
¼ 0 (5)

Then the continuity equation is derived. Sometimes it is also written in a concise
vector form as Eq. (6).

∂ρ

∂t
þ ∇ � ρu!

� �
¼ 0 (6)

2.2 Component balance equation

Even though the continuity equation governs the total mass balance of fluid during
its flowing process, for a multi-component flow, the mass balance of each component
must also be ensured. The mass transfer of a component is more complex than the
total flow. In addition to convective flow, a component could also diffuse under the
driving force of the concentration gradient from the high concentration region to the
low concentration region.

Figure 2 is a demonstration of diffusive flow. Initially, a chamber is separated by a
valve into two sub-chambers with equal volume and pressure. In the left sub-
chamber, there are 8 moles of N2 and 2 moles of CO, while in the right chamber there
are 2 moles of N2 and 8 moles of CO. Once the valve is open, there is no convective
flow due to the equal pressure on both sides, but N2 would diffuse from left to right
due to the concentration difference between the left and the right sides. In the
meantime, CO would diffuse the other way around owing to the same reason. During
this process, there is no convective flow at all, but the mass transfer of each compo-
nent really occurred. Therefore, when considering the mass balance of a component in
a multi-component flow, the diffusive flow or diffusion must be included. Generally,
the diffusion follows Fick’s law [11]:

Ji ¼ D
d ρXið Þ
dx

(7)

where Ji denotes the diffusive flux of component I,D is called diffusivity which is a
function of temperature and pressure, and could be evaluated based on Fuller
Eq. [12], ρ is the flow density and Xi is the mass fraction of component I in the fluid.

In multi-component flow, the ith component follows the mass balance of Eq. (8)

Figure 2.
Demonstration of diffusive flow.
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dmi

dt
¼

X
in

_mi �
X
out

_mi (8)

where mi is the mass of the ith component in a control volume. The ith component
entering and exiting the control volume in terms of convective flow in Cartesian
coordinate is demonstrated in Figure 3. Taking the x direction as an example, the total
flow into this control volume from the upwind y-o-z surface is ρuΔyΔz (the left blue
arrow). If the mass fraction of component I is Xi, the flow of component I into the
control volume together with the total convective flow is XiρuΔyΔz. The convective
flow of ith component exiting from the downwind y-o-z surface (the right blue
arrow) is then expressed by Taylor series expansion by omitting higher-order terms
{Xiρu + [∂(Xiρu)/∂x]Δx}ΔyΔz. Likewise, the ith component entering and exiting along
y and z directions are XiρvΔxΔz, XiρwΔyΔx, {Xiρv + [∂(Xiρv)/∂y]Δy}ΔxΔz,
{Xiρw + [∂(Xiρw)/∂z]Δz}ΔyΔx, respectively.

In addition to the convective flow depicted in Figure 3, there is also diffusive flow
driven by the concentration gradient (Figure 4). According to Fick’s law, the diffusive
flow of component I entering from the upwind surface of y-o-z is D[∂(ρXi)/∂x]ΔyΔz.
Then, the diffusive flow exiting from the opposite surface is D{∂(ρXi)/∂x + [∂2(ρXi)/
∂x2]Δx}ΔyΔz. Likewise, along the y direction, the diffusive flows entering and exiting
are D[∂(ρXi)/∂y]ΔxΔz and D{∂(ρXi)/∂y + [∂2(ρXi)/∂y

2] Δy}ΔxΔz. Similarly, along the z
direction, the diffusive flow entering and exiting are D[∂(ρXi)/∂z]ΔxΔy and D{∂(ρXi)/
∂z + [∂2(ρXi)/∂z

2] Δz}ΔxΔy.
Substituting all the convective flow and diffusive flow expressions into Eq. (8),

and canceling out the identical terms with opposite signs leads to Eq. (9).

∂

∂t
ρXiΔxΔyΔzð Þ ¼ D

∂
2 ρXið Þ
∂x2

ΔxΔyΔzþD
∂
2 ρXið Þ
∂y2

ΔyΔxΔzþD
∂
2 ρXið Þ
∂z2

ΔzΔxΔy

� ∂ ρuXið Þ
∂x

ΔxΔyΔz� ∂ ρvXið Þ
∂y

ΔyΔxΔz� ∂ ρwXið Þ
∂z

ΔzΔxΔy

(9)

Figure 3.
The schematic of the convective flow of I component entering and exiting a control volume.
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After dividing ΔxΔyΔz for both sides, Eq. (9) could be rearranged to Eq. (10)

∂ ρXið Þ
∂t

þ ∂ ρuXið Þ
∂x

þ ∂ ρvXið Þ
∂y

þ ∂ ρwXið Þ
∂z

¼ D
∂
2 ρXið Þ
∂x2

þ ∂
2 ρXið Þ
∂y2

þ ∂
2 ρXið Þ
∂z2

� �
(10)

which is the final expression of the component balance equation. Component
equation is especially important in governing the flow with chemical reactions,
because the reasonable prediction of reaction rates depends on accurate information
about component distribution in a reactor.

2.3 Momentum equation

Newton’s second law is the principle to express the correlation between force and
motion of the fluid. Namely, the force acting on an infinitesimal control volume
equals the product of its mass and acceleration, which is given as (Eq. (11)).

F
! ¼ ma! (11)

Actually, both force and acceleration are vectors and should be expressed by the
three components in the x, y and z directions. The acceleration of fluid motion is
defined as the total differential with respect to time (Eq. (12)).

ax ¼ Du
Dt

(12)

ay ¼ Dv
Dt

(13)

az ¼ Dw
Dt

(14)

Figure 4.
The schematic of the diffusive flow of I component entering and exiting a control volume.
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Taking the x direction as an example, the acceleration in the x direction is

ax ¼ Du
Dt

¼ ∂u
∂t

þ u
∂u
∂x

þ v
∂u
∂y

þ w
∂u
∂z

(15)

According to Newton’s second law, the acceleration in the x direction should equal
the quotient of the forces along the x direction divided by mass.

ax ¼
P

Fx

m
(16)

Basically, there are two types of forces. Namely, surface forces such as normal
stress, shear stress, and body forces such as gravity force and magnetic force. Figure 5
depicts all the surface forces acting on a control volume along the x direction. Firstly,
there is a pair of normal stresses imposed on the left and right surfaces that are
indicated as blue arrows. This surface force is caused by internal pressure and velocity
gradient in x direction. Secondly, there is a pair of shear stresses on the top and
bottom surfaces that are marked as yellow arrows. This surface force is caused by the
velocity gradient. Thirdly, a pair of shear stresses are also acting on the front and back
surfaces shown as red arrows.

The summation of all the surface forces is

X
Fsurf ¼ ∂σxx

∂x
ΔxΔyΔzþ ∂τyx

∂y
ΔxΔyΔzþ ∂τzx

∂z
ΔxΔyΔz (17)

In fluid mechanics, the normal stress is related to the pressure and velocity gradi-
ent in the fluid, and is given as Eq. (18) [13]

σxx ¼ �pþ 2μ
∂u
∂x

(18)

Figure 5.
The schematic of the surface forces along x direction on a control volume.
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The shear stress follows Newton’s law of viscosity as depicted in Eq. (16) [13]

τxy ¼ τyx ¼ μ
∂u
∂y

þ ∂v
∂x

� �
(19)

Bringing Eqs. (18) and (19) to Eq. (17) yields Eq. (20) for the total surface forces in
the x direction.

X
Fsurf ¼ ∂

∂x
�pþ 2μ

∂u
∂x

� �
ΔxΔyΔzþ μ

∂

∂y
∂u
∂y

þ ∂v
∂x

� �
ΔxΔyΔz

þμ
∂

∂z
∂u
∂z

þ ∂w
∂x

� �
ΔxΔyΔz

(20)

In most cases, the body force only includes gravity force.

X
Fbody ¼ ρΔxΔyΔzgx (21)

Then, the total force in the x direction is

X
Fx ¼ ∂

∂x
�pþ 2μ

∂u
∂x

� �
ΔxΔyΔzþ μ

∂

∂y
∂u
∂y

þ ∂v
∂x

� �
ΔxΔyΔz

þμ
∂

∂z
∂u
∂z

þ ∂w
∂x

� �
ΔxΔyΔzþ ρΔxΔyΔzgx

(22)

Eqs. (22) and (16) yield

ax ¼ � 1
ρ

∂p
∂x

þ μ

ρ

∂
2u
∂x2

þ μ

ρ

∂
2u
∂y2

þ μ

ρ

∂
2u
∂z2

þ μ

ρ

∂

∂x
∂u
∂x

þ ∂v
∂y

þ ∂w
∂z

� �
þ gx (23)

The term inside the parenthesis is the expression of the continuity equation which
equals zero

∂u
∂x

þ ∂v
∂y

þ ∂w
∂z

¼ 0 (24)

Then, Eq. (23) could be further simplified to

ax ¼ � 1
ρ

∂p
∂x

þ μ

ρ

∂
2u
∂x2

þ μ

ρ

∂
2u
∂y2

þ μ

ρ

∂
2u
∂z2

þ gx (25)

Combining Eqs. (15) and (25), we have

∂u
∂t

þ u
∂u
∂x

þ v
∂u
∂y

þ w
∂u
∂z

¼ � 1
ρ

∂p
∂x

þ μ

ρ

∂
2u
∂x2

þ ∂
2u
∂y2

þ ∂
2u
∂z2

� �
þ gx (26)

Finally, Eq. (26) is the formula of the momentum equation of fluid in the x
direction. Likewise, in the y direction and z direction, the momentum equations of
fluid flow could also be derived in a similar way as follows:
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∂v
∂t

þ u
∂v
∂x

þ v
∂v
∂y

þw
∂v
∂z

¼ � 1
ρ

∂p
∂y

þ μ

ρ

∂
2v

∂x2
þ ∂

2v
∂y2

þ ∂
2v
∂z2

� �
þ gy (27)

∂w
∂t

þ u
∂w
∂x

þ v
∂w
∂y

þw
∂w
∂z

¼ � 1
ρ

∂p
∂z

þ μ

ρ

∂
2w
∂x2

þ ∂
2w
∂y2

þ ∂
2w
∂z2

� �
þ gz (28)

Since Eq. (26) was progressively developed by Claude-Louis Navier and George
Gabriel Stokes, this equation is generally called the Navier-Stokes Equation.

2.4 Energy equation

The heat transfer of fluid should follow the law of energy conservation. The total
energy of fluid includes internal energy, kinetic energy and gravitational energy.
Practically, it is not convenient to consider the total energy of fluid during the
calculation. A better way to include kinetic energy and gravitational energy is by
adding source terms in the energy equation. In a CFD model, the main energy
form considered is thermal energy, so the thermal energy balance is usually
considered for the energy equation. The thermal energy accumulated in an
infinitesimal control volume equals the heat entering the control volume in
terms of work, convection, conduction and radiation minus the heat going out. As
a tradition, radiation is always not taken into account in the energy equation. The
rate of energy change in a control volume should equal the net rate of heat added
plus the net rate of work done. The heat added and work done could be either positive
or negative depending on the direction of energy flow. The energy conservation is
given as

ρ
DE
Dt

ΔxΔyΔz ¼
X

_Q þ
X

_W (29)

where E is the energy contained in unit mass. For most fluid flow cases with heat
exchange, reactions or adsorptions, temperature is the key parameter, so the energy of
interest is usually thermal energy.

Since we have analyzed all the x-direction surface forces on a control volume when
we derived the Navier-Stokes equation, the rate of heat generation due to work done
by each normal force and shear force is shown in Figure 6. Likewise, there are also
same number of normal forces and shear forces along y-direction and z-direction, and
they generate heat as well.

Heat conduction caused by temperature gradient is also happening in heat transfer.
The thermal energy entering and exiting the control volume in x-direction is
described in Figure 7. Besides this pair of heat fluxes, in the pairs of x-o-z surfaces and
x-o-y surfaces the conductive heat fluxes also exist.

Bring all the work heat and conductive heat into Eq. (29) and dividing ΔxΔyΔz, we
have

ρ
DE
Dt

¼ � ∂qx
∂x

�
∂qy
∂y

� ∂qz
∂z

þ ∂ uσxxð Þ
∂x

þ ∂ vσyy
� �
∂y

∂ wσzzð Þ
∂z

þ ∂ uτyx
� �
∂y

þ ∂ uτzxð Þ
∂z

þ ∂ vτxy
� �
∂x

þ ∂ vτzy
� �
∂z

þ ∂ wτxzð Þ
∂x

þ ∂ wτyz
� �
∂y

(30)

11

The Basic Theory of CFD Governing Equations and the Numerical Solution Methods…
DOI: http://dx.doi.org/10.5772/intechopen.113253



The heat flux q normally follows Fourier’s law of heat conduction which is given by
[14]:

qx ¼ �λ
∂T
∂x

(31)

qy ¼ �λ
∂T
∂y

(32)

qz ¼ �λ
∂T
∂z

(33)

Figure 7.
The schematic of the conductive heat flow in a control volume.

Figure 6.
The schematic of the work done by surface forces on a control volume.
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Then, the energy balance equation (Eq. (30)) becomes Eq. (34)

ρ
DE
Dt

¼ λ
∂

∂x
∂T
∂x

� �
þ λ

∂

∂y
∂T
∂y

� �
þ λ

∂

∂z
∂T
∂z

� �
þΦ (34)

where Φ is the dissipation function which includes all terms relating to the energy
due to deformation work done on the control volume. In most practical cases, dissi-
pation function Φ can be neglected, because the term is significantly small compared
with heat conduction. Then, Eq. (34) is simplified as

ρ
DE
Dt

¼ λ
∂

∂x
∂T
∂x

� �
þ λ

∂

∂y
∂T
∂y

� �
þ λ

∂

∂z
∂T
∂z

� �
(35)

If the energy E only refers to internal energy, the change of energy DE could be
represented by CpDT. Then, Eq. (35) could be further rearranged to Eq. (36)

ρCp
DT
Dt

¼ λ
∂

∂x
∂T
∂x

� �
þ λ

∂

∂y
∂T
∂y

� �
þ λ

∂

∂z
∂T
∂z

� �
(36)

Expanding the total derivative of T, we get

∂T
∂t

þ u
∂T
∂x

þ v
∂T
∂y

þ w
∂T
∂z

¼ λ

ρCp

∂
2T
∂x2

þ ∂
2T
∂y2

þ ∂
2T
∂z2

� �
(37)

Eq. (37) is the final expression of the energy equation. The first term on the left-
hand side is called the transient term, the second to the fourth terms are called
advection terms, and the terms on the right-hand sides are diffusion terms. Energy
equation related temperature to time and space coordinate. With the energy equation,
obtaining the temperature evolution and distribution in a fluid field becomes possible.

2.5 Summary of the governing equations

Previously, we have derived the continuity equation, component equation,
momentum equation and energy equation based on the conservation principles.

∂ρ

∂t
þ ∂ ρuð Þ

∂x
þ ∂ ρvð Þ

∂y
þ ∂ ρwð Þ

∂z
¼ 0 (38)

∂ ρXið Þ
∂t

þ ∂ ρuXið Þ
∂x

þ ∂ ρvXið Þ
∂y

þ ∂ ρwXið Þ
∂z

¼ D
∂
2 ρXið Þ
∂x2

þ ∂
2 ρXið Þ
∂y2

þ ∂
2 ρXið Þ
∂z2

� �
(39)

∂ ρuð Þ
∂t

þ ∂ ρuuð Þ
∂x

þ ∂ ρvuð Þ
∂y

þ ∂ ρwuð Þ
∂z

¼ � ∂p
∂x

þ μ
∂
2u
∂x2

þ ∂
2u
∂y2

þ ∂
2u
∂z2

� �
þ gx (40)

∂ ρvð Þ
∂t

þ ∂ ρuvð Þ
∂x

þ ∂ ρvvð Þ
∂y

þ ∂ ρwvð Þ
∂z

¼ � ∂p
∂y

þ μ
∂
2v

∂x2
þ ∂

2v
∂y2

þ ∂
2v
∂z2

� �
þ gy (41)

∂ ρwð Þ
∂t

þ ∂ ρuwð Þ
∂x

þ ∂ ρvwð Þ
∂y

þ ∂ ρwwð Þ
∂z

¼ � ∂p
∂z

þ μ
∂
2w
∂x2

þ ∂
2w
∂y2

þ ∂
2w
∂z2

� �
þ gz (42)

∂ ρTð Þ
∂t

þ ∂ ρuTð Þ
∂x

þ ∂ ρvTð Þ
∂y

þ ∂ ρwTð Þ
∂z

¼ λ

Cp

∂
2T
∂x2

þ ∂
2T
∂y2

þ ∂
2T
∂z2

� �
(43)
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If we introduce a universal variable ϕ, a generic form of the governing equations
could be written as follows,

∂ ρϕð Þ
∂t

þ ∂ ρuϕð Þ
∂x

þ ∂ ρvϕð Þ
∂y

þ ∂ ρwϕð Þ
∂z

¼ Γ
∂
2ϕ

∂x2
þ ∂

2ϕ

∂y2
þ ∂

2ϕ

∂z2

� �
(44)

where Γ is the diffusion coefficient. If ϕ = 1, Eq. (44) is the continuity equation. If
ϕ = Xi, and Γ = D, Eq. (44) transforms to the component equation. If ϕ = u, v or w,
Γ = μ, and the pressure term and gravity term are represented by source terms,
Eq. (44) becomes the Navier-Stokes equation. If ϕ = T, and Γ = λ/Cp, Eq. (44) turns
out to be the energy equation.

2.6 Governing equations in cylindrical coordinate

In some common cases, fluid flows through pipes or reactors which are mostly in
cylindrical shape, so it is more convenient to express the flow in a cylindrical coordi-
nate. Writing CFD code based on the governing equations expressed in cylindrical
coordinate is also more suitable than those in Cartesian coordinate [10].

The continuity equation could be derived from analyzing the mass balance in the
fluid microelement as shown in Figure 8. The blue arrows represent the flow in radial
direction. The red color arrows represent the flow in the tangential direction, and the
yellow arrows stand for the flow in the axial direction. Therefore, the conservation of
mass in the control volume in Figure 8 is given as

∂ ρrΔrΔθΔzð Þ
∂t

¼ ur rΔθΔzð Þ � ur þ ∂ur
∂r

Δr
� �

rþ Δrð ÞΔθΔz

þuθ ΔrΔzð Þ � uθ þ ∂uθ
∂θ

Δθ
� �

ΔrΔzð Þ

þuz rþ Δr
2

� �
ΔrΔθ

� �
� uz þ ∂uz

∂z
Δz

� �
rþ Δr

2

� �
ΔrΔθ

� �
(45)

Dividing rΔrΔθΔz on both sides, and taking the limit for Δr ! 0, Δθ ! 0 and
Δz ! 0, Eq. (45) can be simplified to Eq. (46), which is the continuity equation in
cylindrical coordinate.

∂ρ

∂t
þ 1

r
∂ rurð Þ
∂r

þ 1
r
∂uθ
∂θ

þ ∂uz
∂z

¼ 0 (46)

The momentum equation in cylindrical coordinate is also derived from Newton’s
second law.

ρa! ¼ F
!

V
¼ Fsurf

��!þ Fbody
���!

V
¼ Fsurf

��!
V

þ ρg! (47)

which is then expressed by velocity vector as

Du!

Dt
¼ 1

ρ

Fsurf
��!
V

þ g! (48)
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In cylindrical coordinate, the velocity vector is given as

u! r, θ, z, tð Þ ¼ ur r, θ, z, tð Þer!þ uθ r, θ, z, tð Þeθ!þ uz r, θ, z, tð Þez! (49)

And the acceleration is then given by

a! ¼ Du!

Dt
¼ ∂u!

∂t
þ ∂u!

∂r
dr
dt

þ ∂u!

∂θ

dθ
dt

þ ∂u!

∂z
dz
dt

(50)

The partial derivative of velocity vector with respect to time can be expressed as
the summation of three vectors in radial ®, tangential (θ) and axial (z) directions
(Figure 9) and the definition of ur, uθ and uz is.

∂u!

∂t
¼ ∂ur

∂t
er!þ ∂uθ

∂t
eθ!þ ∂uz

∂t
ez! (51)

ur ¼ dr
dt

(52)

uθ ¼ rdθ
dt

(53)

uz ¼ dz
dt

(54)

With the definitions in Eq. (52), Eq. (50) is then transformed to

Du!

Dt
¼ ∂u!

∂t
þ ur

∂u!

∂r
þ uθ

r
∂u!

∂θ
þ uz

∂u!

∂z
(55)

Figure 8.
The schematic of mass flux of a control volume in cylindrical coordinate.

15

The Basic Theory of CFD Governing Equations and the Numerical Solution Methods…
DOI: http://dx.doi.org/10.5772/intechopen.113253



The partial derivatives of velocity vector with respect to r, θ and z are

∂u!

∂r
¼ ∂ urer!þ uθeθ!þ uzez!

� �
∂r

¼ ∂ur
∂r

er!þ ur
∂er!
∂r

þ ∂uθ
∂r

eθ!þ uθ
∂eθ!
∂r

þ ∂uz
∂r

ez!þ uz
∂ez!
∂r
(56)

∂u!

∂θ
¼ ∂ urer!þ uθeθ!þ uzez!

� �
∂θ

¼ ∂ur
∂θ

er!þ ur
∂er!
∂θ

þ ∂uθ
∂θ

eθ!þ uθ
∂eθ!
∂θ

þ ∂uz
∂θ

ez!þ uz
∂ez!
∂θ
(57)

∂u!

∂z
¼ ∂ urer!þ uθeθ!þ uzez!

� �
∂z

¼ ∂ur
∂z

er!þ ur
∂er!
∂z

þ ∂uθ
∂z

eθ!þ uθ
∂eθ!
∂z

þ ∂uz
∂z

ez!þ uz
∂ez!
∂z
(58)

Particularly, in cylindrical coordinate the unit vectors in radial (r), tangential (θ)
and axial (z) directions have the following correlations

∂er!
∂r

¼ ∂eθ!
∂r

¼ ∂ez!
∂r

¼ 0 (59)

∂er!
∂θ

¼ eθ! (60)

∂eθ!
∂θ

¼ �er! (61)

Employing the correlations in Eq. (59), Eq. (56) would become

∂u!

∂r
¼ ∂ur

∂r
er!þ ∂uθ

∂r
eθ!þ ∂uz

∂r
ez! (62)

∂u!

∂θ
¼ ∂ur

∂θ
� uθ

� �
er!þ ur þ ∂uθ

∂θ

� �
eθ!þ ∂uz

∂θ
ez! (63)

Figure 9.
The schematic of ∂u/∂t in cylindrical coordinate.
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∂u!

∂z
¼ ∂ur

∂z
er!þ ∂uθ

∂z
eθ!þ ∂uz

∂z
ez! (64)

Bringing Eqs. (51) and (62) to Eq. (55), we can obtain

Du!

Dt
¼ ∂u!

∂t
þ ∂u!

∂r
dr
dt

þ ∂u!

∂θ

dθ
dt

þ ∂u!

∂z
dz
dt

¼ ∂ur
∂t

er!þ ∂uθ
∂t

eθ!þ ∂uz
∂t

ez!

þur
∂ur
∂r

er!þ ∂uθ
∂r

eθ!þ ∂uz
∂r

ez!
� �

þ uθ
r

∂ur
∂θ

� uθ

� �
er!þ ur þ ∂uθ

∂θ

� �
eθ!þ ∂uz

∂θ
ez!

� �

þuz
∂ur
∂z

er!þ ∂uθ
∂z

eθ!þ ∂uz
∂z

ez!
� �

¼ ∂ur
∂t

þ ur
∂ur
∂r

þ uθ
r
∂ur
∂θ

� u2θ
r
þ uz

∂ur
∂z

� �
er!

þ ∂uθ
∂t

þ ur
∂uθ
∂r

þ uθ
r
∂uθ
∂θ

þ uθur
r

þ uz
∂uθ
∂z

� �
eθ!

þ ∂uz
∂t

þ ur
∂uz
∂r

þ uθ
r
∂uz
∂θ

þ uz
∂uz
∂z

� �
ez!

(65)

Now, we took the radial direction as an example to derive its momentum equation.
The acceleration in the radial direction is defined as

ar ¼ Dur
Dt

¼ ∂ur
∂t

þ ur
∂ur
∂r

þ uθ
r

∂ur
∂θ

� u2θ
r

(66)

According to Newton’s law, the acceleration also equals to

ar ¼ 1
ρ

Fr

δV
þ gr (67)

The surface tensions in the radial direction are described in Fig. 10. The summa-
tion of all the surface tensions along the radial direction is

Fr ¼ σrr rþ Δrð ÞΔθΔzþ ∂σrr
∂r

Δr rþ Δrð ÞΔθΔz� σrr rΔθΔzð Þ

þσθr ΔrΔzð Þ cos Δθ
2

þ ∂σθr
∂θ

Δθ ΔrΔzð Þ cos Δθ
2

� σθr ΔrΔzð Þ cos Δθ
2

þσzr rþ Δr
2

� �
ΔrΔθ

� �
þ ∂σzr

∂z
Δz rþ Δr

2

� �
ΔrΔθ

� �
� σrzrz rþ Δr

2

� �
ΔrΔθ

� �

�σθθ ΔrΔzð Þ sin Δθ
2

� ∂σθθ
∂θ

Δθ ΔrΔzð Þ sin Δθ
2

� σθθ ΔrΔzð Þ sin Δθ
2

(68)

Taking the limit for Δr ! 0, Δθ ! 0 and Δz ! 0, Eq. (68) is then achieved to
Eq. (69) which is the continuity equation in cylindrical coordinate.
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Fr ¼ σrrΔrΔθΔzþ ∂σrr
∂r

Δr rþ Δrð ÞΔθΔz

þ ∂σθr
∂θ

Δθ ΔrΔzð Þ cos Δθ
2

þ ∂σzr
∂z

Δz rþ Δr
2

� �
ΔrΔθ

� �

�2σθθ ΔrΔzð ÞΔθ
2

� ∂σθθ
∂θ

Δθ ΔrΔzð ÞΔθ
2

(69)

Bringing ΔV = rΔrΔθΔz into Eq. (69) gives

Fr

ΔV
¼ σrr

r
þ ∂σrr

∂r
þ 1

r
∂σθr
∂θ

þ ∂σzr
∂z

� σθθ
r

(70)

Combining Eqs. (66), (67) and (70), we can obtain

∂ur
∂t

þ ur
∂ur
∂r

þ uθ
r

∂ur
∂θ

� u2θ
r
þ uz

∂ur
∂z

¼ 1
ρ

σrr
r
þ ∂σrr

∂r
þ 1

r
∂σθr
∂θ

þ ∂σzr
∂z

� σθθ
r

� �
þ gr (71)

In fluid mechanics, the definitions of the surface tensions in Eq. (70) are given as
follows:

σrr ¼ �pþ 2μ
∂ur
∂r

(72)

σθθ ¼ �pþ 2μ
1
r
∂uθ
∂θ

þ ur
r

� �
(73)

σzz ¼ �pþ 2μ
∂uz
∂z

(74)

σrθ ¼ σθr ¼ μ
1
r
∂ur
∂θ

þ ∂uθ
∂r

� uθ
r

� �
(75)

Figure 10.
The schematic of the surface tensions along radial direction on a control volume in cylindrical coordinate.
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σrz ¼ σzr ¼ μ
∂ur
∂z

þ ∂uz
∂r

� �
(76)

σθz ¼ σzθ ¼ μ
1
r
∂uz
∂θ

þ ∂uθ
∂z

� �
(77)

Combining Eqs. (70) and (71) yields

∂ur
∂t

þ ur
∂ur
∂r

þ uθ
r
∂ur
∂θ

� u2θ
r
þ uz

∂ur
∂z

¼ � 1
ρ

∂p
∂r

þ μ

ρ
� ur
r2

þ 1
r
∂

∂r
r
∂ur
∂r

� �
þ 1
r2
∂
2ur
∂θ2

þ ∂
2ur
∂z2

� 2
r2
∂uθ
∂θ

� �
þ gr

(78)

Finally, Eq. (78) is the momentum equation of fluid in the radial direction. Like-
wise, in the tangential and axial directions, the momentum equations of fluid flow
could also be derived in a similar way as follows:

∂uθ
∂t

þ ur
∂uθ
∂r

þ uθ
r
∂uθ
∂θ

� uruθ
r

þ uz
∂uθ
∂z

¼ � 1
ρ

∂p
∂θ

þ μ

ρ
� uθ

r2
þ 1

r
∂

∂r
r
∂uθ
∂r

� �
þ 1
r2
∂
2uθ
∂θ2

þ ∂
2uθ
∂z2

þ 2
r2
∂ur
∂θ

� �
þ gθ

(79)

∂uz
∂t

þ ur
∂uz
∂r

þ uθ
r
∂uz
∂θ

þ uz
∂uz
∂z

¼ � 1
ρ

∂p
∂z

þ μ

ρ

1
r
∂

∂r
r
∂uz
∂r

� �
þ 1
r2
∂
2uz
∂θ2

þ ∂
2uz
∂z2

� �
þ gz

(80)

The energy equation could be derived from analyzing the energy balance in the
fluid control volume as shown in Figure 11.

Figure 11.
The schematic of the conductive heat fluxes in a control volume in cylindrical coordinate.
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According to Figure 11 for cylindrical coordinate, the heat energy balance is
expressed as the energy accumulated in the control volume equals the heat into this
control volume minus the heat out of the control volume

ρ
DE
Dt

rΔrΔθΔz ¼ � qr þ
∂qr
∂r

Δr
� �

rþ Δrð ÞΔθΔzþ qr rΔθΔzð Þ

� qθ þ
∂qθ
∂θ

Δθ
� �

ΔrΔzð Þ cos Δθ
2

þ qθ ΔrΔzð Þ cos Δθ
2

� qz þ
∂qz
∂z

Δz
� �

rþ Δr
2

� �
ΔrΔθ

� �
þ qz rþ Δr

2

� �
ΔrΔθ

� �
(81)

Which can be further transformed to Eq. (82) by canceling out identical terms
with opposite signs.

ρ
DE
Dt

¼ � 1
r
∂ rqr
� �
∂r

� 1
r
∂qθ
∂θ

� ∂qz
∂z

(82)

If the change of thermal energy is all induced by temperature change, then Eq. (82)
is expressed as:

ρCp
∂T
∂t

þ ur
∂T
∂r

þ uθ
r

∂T
∂θ

þ uz
∂T
∂z

� �
¼ � 1

r
∂ rqr
� �
∂r

� 1
r
∂qθ
∂θ

� ∂qz
∂z

(83)

By applying Fourier’s law of heat conduction (Eq. 84), Eq. (89) is then derived as
the energy equation in cylindrical coordinate.

qr ¼ �λ
∂T
∂r

(84)

qθ ¼ � λ

r
∂T
∂θ

(85)

qz ¼ �λ
∂T
∂z

(86)

ρCp
∂T
∂t

þ ur
∂T
∂r

þ uθ
r
∂T
∂θ

þ uz
∂T
∂z

� �

¼ λ
1
r
∂

∂r
r
∂T
∂r

� �
þ 1
r2

∂

∂θ

∂T
∂θ

� �
þ ∂

∂z
∂T
∂z

� �� � (87)

3. Source and sinks

The expansion of CFD applications to the fields such as chemical engineering,
environmental engineering, thermal engineering and pharmaceutical engineering was
based on the development of multiscale and multiphase models which benefited from
the coupling of source or sink terms to the conservation equations. A sink term is
actually a negative source term, so both source terms and sink terms could be called by
a joint name—source terms.
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3.1 Source term for the continuity equation

Processes such as solid gasification or combustion, and gas adsorption by solid
sorbents would break the mass conservation of the fluid phase. If there are reactions
are generating additional fluid or remove the existing fluid in a control volume, the
mass balance in this control volume must be disrupted by these reactions. The rate of
fluid entering a control volume minus the rate of fluid flowing out equals the rate of
fluid accumulating in this control volume and the net gain of fluid generated inside
the control volume. If in the control volume there is a reaction generating fluid at a
rate of r, Eq. (1) for mass balance will be altered to

dm
dt

¼ rdxdydzþ
X
in

_m�
X
out

_m (88)

Eq. (45) could also include the case where there is a depletion of fluid by using a
negative value for r. Therefore, the continuity equation is adjusted by a source term as
follows.

∂ρ

∂t
þ ∂ ρuð Þ

∂x
þ ∂ ρvð Þ

∂y
þ ∂ ρwð Þ

∂z
¼ Scontinuity (89)

where the source term is the reaction rate Scontinuity = r (kg m�3 s�1) if the reaction
is a body reaction. For a surface reaction, the source term is the multiplication of the
surface reaction rate (kg m�2 s�1) with the reaction area in unit volume (Areact/Vbody,
m2 m�3) [10].

3.2 Source term for component equation

Similar to the imbalance for total mass conservation, the conservation of each
component in a multi-component flow with reactions could also be broken. The
components participating as reactants would be deemed as sinks and the components
generated as products would be regarded as sources. If a component is generated at a
rate of ri, then Eq. (7) is adjusted accordingly as follows

dmi

dt
¼ ridxdydzþ

X
in

_mi �
X
out

_mi (90)

After a similar derivation from Eq. (7) to Eq. (9), the component equation should
include a source term as expressed by Eq. (91)

∂ ρXið Þ
∂t

þ ∂ ρuXið Þ
∂x

þ ∂ ρvXið Þ
∂y

þ ∂ ρwXið Þ
∂z

¼ D
∂
2 ρXið Þ
∂x2

þ ∂
2 ρXið Þ
∂y2

þ ∂
2 ρXið Þ
∂z2

� �
þ Si

(91)

where Si is the source term of the component equation, and it equals reaction rate
ri if it is a body reaction. If it is a surface reaction, the source term of Eq. (91) equals
the multiplication of the surface reaction rate (kg m�2 s�1) with the reaction area in
unit volume (Areact/Vbody, m

2 m�3).

21

The Basic Theory of CFD Governing Equations and the Numerical Solution Methods…
DOI: http://dx.doi.org/10.5772/intechopen.113253



3.3 Source term for the momentum equation

When it comes to cases with a multiphase flow such as gas-solid flow in fluidized
bed, momentum conservation still holds, but interphase interactions need to be taken
into account [15]. There might be extra forces between different phases, which can
affect the momentum transfer between different phases. Therefore, in multiphase
flow, appropriate interphase force terms need to be introduced to correct the
momentum equation.

When the fluid phase and solid phase interact with each other, a reactive force that
causes flow resistance is generated, known as drag force. If the drag force is expressed
as FD,i, Eq. (13) can be expanded as follows

Du
Dt

¼
P

Fx

m
¼

P
Fsurf þ

P
Fbody þ

P
FD,i

m
(92)

The drag force FD,I is calculated by:

FD,i ¼ βfs
θf

us � ufð Þ (93)

where us is the solid phase velocity, uf is the fluid phase velocity, θf is the volume
fraction of the fluid phase and βfs is the drag coefficient. Many researchers have pro-
posed the models for drag coefficients. The most widely used is the Gidaspow model
which combines Ergun and Wen-Yu equations to accurately simulate the gas-solid
multiphase flow:

βp,f ¼
150

θ2sμf
θ2fds

þ 1:75
θsρf
θfds

us � ufj j θf <0:8

3
4
CD

θsρf
ds

us � ufj jθf�2:65 θf ≥0:8

8>>><
>>>:

(94)

CD ¼
24 1þ 0:15Re 0:687p

� �

Re p
Re p ≤ 1000

0:44 Re p > 1000

8>><
>>:

(95)

θs is the particle volume fraction, θf is the fluid volume fraction, μf is the fluid
phase viscosity, ρf is the fluid density, ds is the particle diameter of the solid phase and
CD is the drag coefficient. Particle Reynolds number Rep is described by

Re p ¼ θfρfds us � ufj j=uf (96)

Therefore, Eq. (40), the momentum equation in the x direction, is adjusted by a
source term as follows

∂u
∂t

þ u
∂u
∂x

þ v
∂u
∂y

þw
∂u
∂z

¼ � 1
ρ

∂p
∂x

þ μ

ρ

∂
2u
∂x2

þ ∂
2u
∂y2

þ ∂
2u
∂z2

� �
þ gx þ Smom,x (97)

where Smom is the source term for momentum which can be expressed as:

Smom,x ¼
X

FD,i,x= ρdxdydzð Þ (98)
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Similarly, the momentum equation in the y direction (Eq. 41) and the momentum
equation in the z direction (Eq. 42) are adjusted as follows

∂v
∂t

þ u
∂v
∂x

þ v
∂v
∂y

þ w
∂v
∂z

¼ � 1
ρ

∂p
∂y

þ μ

ρ

∂
2v

∂x2
þ ∂

2v
∂y2

þ ∂
2v
∂z2

� �
þ gy þ Smom,y (99)

∂w
∂t

þ u
∂w
∂x

þ v
∂w
∂y

þ w
∂w
∂z

¼ � 1
ρ

∂p
∂z

þ μ

ρ

∂
2w
∂x2

þ ∂
2w
∂y2

þ ∂
2w
∂z2

� �
þ gz þ Smom,z (100)

3.4 Source term for the energy equation

As discussed in the energy equation section, the energy equation ensures the
thermal energy conservation. In some cases, chemical reactions occur in the fluid
domain, and these reactions are either exothermic or endothermic. If the reaction is
exothermic, it could release heat to the surrounding fluid and increase the tempera-
ture. If the reaction is endothermic, it consumes the heat from the surrounding fluid
and decreases the temperature. Even though total energy is conserved, the thermal
energy is not. In order to consider the imbalance of thermal energy in fluid, the source
term of heat must be included in the energy equation. By considering reaction heat,
the energy balance is

ρ
DE
Dt

ΔxΔyΔz ¼
X

_Q þ rΔhΔxΔyΔz (101)

where Δh (J kg�1) is the heat generated when unit mass reactant is converted to
products. Bringing Fourier’s law of heat conduction and dividing both sides by
ΔxΔyΔz, the energy equation with source term Senerg = rΔh is

ρ
DE
Dt

¼ λ
∂

∂x
∂T
∂x

� �
þ λ

∂

∂y
∂T
∂y

� �
þ λ

∂

∂z
∂T
∂z

� �
þ rΔh (102)

With the inclusion of source terms, processes with chemical reactions or
multiphase interactions could be accurately simulated in CFD models.

4. Numerical methods to solve governing equations

The governing equations discussed above are almost impossible to solve
analytically. The only feasible pathway to solve these partial differential equations is
employing numerical methods. This is the reason most CFD software need to
discretize the fluid domain to generate a mesh or grid. The core idea of numerical
methods is transforming differential to difference quotient. The commonly used
numerical methods in most CFD software include the finite difference method and
the finite volume method.

4.1 Finite difference method

The finite difference method is the first method for solving partial differential
equations. In finite difference method, the Taylor series is employed to generate
approximations to the partial derivatives of the CFD governing equations. According
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to the Taylor series, the value of a general variable ϕ at node i + 1 (Figure 12) could be
expressed as:

ϕiþ1 ¼ ϕi þ
∂ϕ

∂x

� �

i
Δxþ ∂

2ϕ

∂x2

� �

i

Δx2

2
þ ∂

3ϕ

∂x3

� �

i

Δx3

6
þ Higher Order Termsð Þ

(103)

And the value of a general variable φ at node i-1 is:

ϕi�1 ¼ ϕi �
∂ϕ

∂x

� �

i
Δxþ ∂

2ϕ

∂x2

� �

i

Δx2

2
� ∂

3ϕ

∂x3

� �

i

Δx3

6
þ Higher Order Termsð Þ

(104)

If we subtract Eq. (104) from Eq. (103), we get

∂ϕ

∂x

� �

i
¼ ϕiþ1 � ϕi�1

2Δx
þ Δx3=3ð Þ ∂

3ϕ=∂x3
� �
2Δx

(105)

Since Δx is approaching zero, the second term is very small compared to the first
term. By omitting the Δx3 term, the central difference is achieved

∂ϕ

∂x

� �

i
¼ ϕiþ1 � ϕi�1

2Δx
(106)

From Eq. (103) and assuming Δx is approaching zero, we can get the forward
difference

∂ϕ

∂x

� �

i
¼ ϕiþ1 � ϕi

Δx
þO Δxð Þ (107)

From Eq. (104) and assuming Δx is approaching to zero, we can get the backward
difference

∂ϕ

∂x

� �

i
¼ ϕi � ϕi�1

Δx
þO Δxð Þ (108)

Eqs. (106)-(108) successfully approximated the first-order derivative by
difference quotient. First-order derivative is actually a slope of a variable. Figure 13
geometrically represents the slopes by backward difference, central difference and
forward difference. It is clear that the slope by central difference (blue line) is closer
to the real slope (black line), so the central difference could represent the exact partial
differential with a higher accuracy.

Figure 12.
One-dimensional grids for the finite-difference method.
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In CFD governing equations, there are second-order partial derivatives in diffusion
terms, so the second-order derivatives should also be approximated by finite differ-
ence method. Adding Eqs. (103) and (104) together yields

ϕiþ1 þ ϕi�1 ¼ 2ϕi þ
∂
2ϕ

∂x2

� �

i
Δx2 þ ∂

4ϕ

∂x4

� �

i

Δx4

24
(109)

By omitting higher-order terms, the difference quotient form in finite difference
method for second-order derivative is

∂
2ϕ

∂x2

� �
¼ ϕiþ1 � 2ϕi þ ϕi�1

Δx2
(110)

In a 3-D fluid domain such as Figure 14, Taylor series expansion also applies for y
and z directions. The central differences for first- and second-order derivatives are:

∂ϕ

∂y

� �

j
¼ ϕjþ1 � ϕj�1

2Δy
(111)

∂ϕ

∂z

� �

k
¼ ϕkþ1 � ϕk�1

2Δz
(112)

∂
2ϕ

∂y2

� �
¼ ϕjþ1 � 2ϕj þ ϕj�1

Δy2
(113)

∂
2ϕ

∂z2

� �
¼ ϕkþ1 � 2ϕk þ ϕk�1

Δz2
(114)

For time term derivatives, only the first-order derivative needs to be approximated
by the finite difference method. In most cases, the backward difference is used
(Eq. (115)). This is because the variable value at the previous time step has already
been calculated, and then, it is available to calculate the current time step in explicit
expression. Since the computation performs in chronological order, the variable

Figure 13.
Finite-difference representation of the derivative for ∂ϕ/∂x.
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values at future steps are not available. Forward difference and central difference
involve the variable at future steps (Eqs. (116) and (117)), so it is not recommended to
be used in explicit solver. It can only be solved in an implicit solver.

∂ϕ

∂t

� �
¼ ϕi,j,k

n � ϕi,j,k
n�1

Δt
(115)

∂ϕ

∂t

� �
¼ ϕi,j,k

nþ1 � ϕi,j,k
n

Δt
(116)

∂ϕ

∂t

� �
¼ ϕi,j,k

nþ1 � ϕi,j,k
n‐1

2Δt
(117)

As we know it is easy to transform difference quotient to linear equation. With the
finite element method, all the CFD partial differential equations can be converted to
linear equations. By applying the techniques of solving linear equations, the numerical
solutions of fluid field could be obtained.

4.2 Finite volume method

For structured mesh (Figure 14), it is ideal to use the finite difference method
introduced above. However, most CFD simulations have to use an unstructured mesh
(Figure 15) due to the complexity of geometries, so it is difficult to define the node
sequence i, j and k. Therefore, it is almost impossible to use the finite difference
method. In the case of unstructured mesh, we can resort to another popular numerical
method which is called the finite volume method.

Figure 14.
Three-dimensional grids for the finite-difference method.
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Finite volume method is derived from Gauss’s divergence theorem. In divergence
theorem, the integration of a variable divergence over a body equals the integration of
the variable over the surface which encloses the body.

ððð

Ω

∂ϕx

∂x
þ ∂ϕy

∂y
þ ∂ϕz

∂z
dV ¼ tΣϕ

!
x, y, zð ÞdS

¼ tΣϕxdydzþtΣϕydxdzþtΣϕzdxdy

(118)

It can also be written in x, y, z directions as follows
ððð

Ω

∂ϕ

∂z
dV ¼

ðð

Σ

ϕ x, y, zð Þdxdy (119)

ððð

Ω

∂ϕ

∂x
dV ¼

ðð

Σ

ϕ x, y, zð Þdydz (120)

ððð

Ω

∂ϕ

∂y
dV ¼

ðð

Σ

ϕ x, y, zð Þdxdz (121)

In CFD, we assume ∂ϕ/∂x only has variation between different grids. Inside a
single grid, it has only a constant value of ∂ϕ/∂x. The variation inside a single grid is
very small and could be neglected. Therefore, for a grid, the left side of Gauss’s
divergence theorem could be simplified as

ððð

Ω

∂ϕ

∂x
dV ¼ ∂ϕ

∂x

ððð

Ω

dV ¼ ∂ϕ

∂x
ΔV (122)

Similarly, the variation of ϕ on a grid surface could also be neglected if we assume a
grid surface is too small to have variation of ϕ. The right side of Gauss’s divergence
theorem could be simplified as well

Figure 15.
Examples of unstructured mesh.
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ðð

Σ

ϕdydz ¼ ϕAx (123)

The divergence theorem correlated the ∂ϕ/∂x to ϕ, and we can utilize this
correlation to get the approximation of the first-order derivative in a tetrahedral grid
(Figure 16) as follows

∂ϕ

∂x
¼ 1

ΔV

ð

ΔV

∂ϕ

∂x
dV ¼ 1

ΔV

ð

A

ϕdAx

¼ 1
ΔV

ϕ1A
x
1 þ ϕ2A

x
2 þ ϕ3A

x
3 þ ϕ4A

x
4

� �

¼ 1
ΔV

XN
i¼1

ϕiA
x
i

(124)

where Ai
x is the projected area to the y-o-z surface.

The first-order derivative with respect to y and z can be similarly obtained as
follows

∂ϕ

∂y
¼ 1

ΔV

ð

ΔV

∂ϕ

∂y
dV ¼ 1

ΔV

ð

A

ϕdAy

¼ 1
ΔV

ϕ1A
y
1 þ ϕ2A

y
2 þ ϕ3A

y
3 þ ϕ4A

y
4

� �

¼ 1
ΔV

XN
i¼1

ϕiA
y
i

(125)

Figure 16.
The representation of a tetrahedral grid.
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∂ϕ

∂z
¼ 1

ΔV
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ΔV

∂ϕ

∂z
dV ¼ 1

ΔV
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A

ϕdAz

¼ 1
ΔV

ϕ1A
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1 þ ϕ2A

z
2 þ ϕ3A

z
3 þ ϕ4A

z
4

� �

¼ 1
ΔV

XN
i¼1

ϕiA
z
i

(126)

In the same way, the second-order derivative can be approximated by the first-
order derivative

∂
2ϕ

∂x2
¼ 1

ΔV

ð

ΔV

∂
2ϕ

∂x2
dV ¼ 1
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∂ϕ
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ΔV
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� �

1
Ax

1 þ
∂ϕ
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� �

2
Ax

2 þ
∂ϕ

∂x

� �

3
Ax

3 þ
∂ϕ

∂x

� �

4
Ax

4

� �

¼ 1
ΔV

XN
i¼1

∂ϕ

∂x

� �

i
Ax

i

(127)

∂
2ϕ

∂y2
¼ 1

ΔV

XN
i¼1

∂ϕ

∂y

� �

i
Ay

i (128)

∂
2ϕ

∂z2
¼ 1

ΔV

XN
i¼1

∂ϕ

∂z

� �

i
Az

i (129)

From the equations above, it is clear that the finite volume method has better
conservativeness of the CFD governing equations. Meanwhile it is more adaptive to
complicated geometries. In most CFD commercial software, the finite volume method
is the mainstream technique to solve the CFD governing equations.

5. Conclusion

Understanding the basic theory of CFD governing equations and numerical solu-
tions is the key to developing CFD simulation codes as well as using CFD packages.
Basically, all flows can be universally described by the continuity equation, compo-
nent equation, momentum equation and energy equation, because fluid follows mass
conservation, momentum conservation and energy conservation. With source terms,
CFD applications were broadened to a wider field like chemical engineering, environ-
mental engineering or thermal engineering. However, these equations are almost
impossible to be solved analytically, thus we have to resort to the numerical method to
get the approximate results. This involves using the finite difference method and
finite volume method. The numerical methods offered a feasible way to get the
solutions from the governing equations, which facilitated the analysis of complex
phenomena associated with fluid flow, heat transfer and chemical reactions.
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Chapter 2

Hyperbolic Navier-Stokes with
Reconstructed Discontinuous
Galerkin Method
Lingquan Li and Jialin Lou

Abstract

One of the crucial issues of computational fluid dynamics is how to discretize the
viscous terms accurately. Recently, an attractive and viable alternative numerical
method for solving the compressible Navier–Stokes equations is proposed. The first-
order hyperbolic system (FOHS) with reconstructed discontinuous Galerkin (rDG)
method was first proposed to solve advection–diffusion model equations and then
extend to compressible Navier–Stokes equations. For the model advection–diffusion
equation, the proposed method is reliable, accurate, efficient, and robust, benefiting
from FOHS and rDG methods. To implement the method of compressible Navier–
Stokes equations, the gradients of density, velocity, and temperature are introduced as
auxiliary variables. Numerical experiments demonstrate that the developed
HNS + rDG methods are able to achieve the designed order of accuracy for both
primary variables and their gradients.

Keywords: reconstructed discontinuous Galerkin, hyperbolic Navier–Stokes,
first-order hyperbolic system, integration methods, laminar flow

1. Introduction

The compressible Navier–Stokes equations are useful because they describe the
physics of many phenomena of scientific and engineering interests. They are widely
used but not limited to the fields of fluid dynamics, aeronautical engineering, and
aerodynamics engineering. The Navier–Stokes equations are certain partial differen-
tial equations that describe the motion of viscous fluid substances. The compressible
Navier–Stokes equations mathematically express the continuity, the theorem of
momentum, and the theorem of energy of Newtonian fluids. These equations arise
from applying Isaac Newton’s second law to fluid motion, with the assumption that
the stress in the fluid is the sum of a diffusing viscous term and a pressure term. The
diffusing viscous term is proportional to the gradient of velocity. The difference
between Euler equations and Navier–Stokes equations is that Euler equations are only
valid for inviscid flow, while Navier–Stokes equations take viscosity into account.
Euler equations are hyperbolic, while Navier–Stokes equations are parabolic.
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Although the discontinuous Galerkin (DG) method is a natural choice for hyper-
bolic problems, it becomes far less certain when it comes to elliptic or parabolic
problems. An alternative approach for viscous discretization, which reformulates the
viscous terms as a first-order hyperbolic system (FOHS), was given in Refs. [1, 2].
Another FOHS formulation [3, 4] was developed by including the gradient quantities
as additional variables. Over several years of development, the FOHSmethod has been
shown to offer several distinguished advantages. First, the well-developed numerical
schemes for hyperbolic systems can be directly applied to viscous problems. Second, it
enables high-quality gradient prediction even on fully irregular grids. This feature
shows its significance when it comes to viscous flow simulations on complex grids,
where the qualities of the meshes are likely to be highly irregular. Third, due to the
fact that the second-order derivatives in the governing partial differential equations
(PDE) are replaced and eliminated, the developed scheme shows speedup and
robustness for the iterative solvers. Finally, the FOHS method can improve viscous
discretization as well as inviscid discretization. Due to these favorable characteristics,
the hyperbolic methods have been implemented in various applications, including
diffusion [5], anisotropic diffusion [6], advection–diffusion [7], Navier-Stokes (NS)
equations [8], and three-dimensional compressible NS equations with proper
handling of high Reynolds number boundary layer flows [8].

To make it easier for the readers to understand, the classical computation methods
for fluid dynamics are first discussed, and the reconstructed discontinuous Galerkin
(rDG) method is introduced. FOHS for linear advection–diffusion equation is then
given. Eventually, the hyperbolic Navier–Stokes with rDG method is given.

2. Integration methods for first- and second-order operators

Computational fluid dynamics (CFD) is, in part, the art of replacing the governing
partial differential equations of fluid flow with numbers and advancing these numbers
in space and time to obtain a final numerical description of the flow [9]. To achieve
this goal, accurate spatial and temporal discretization becomes necessary. CFD
methods on unstructured grids mainly fall into three categories: finite element (FE)
methods, finite volume (FV) methods, and DG methods.

2.1 Finite volume methods

Finite volume methods assume that the underlying solution is constant in each cell,
and a Riemann problem [10] arises as discontinuity occurs at the boundary where two
elements are adjacent to each other. For first-order operator

∇ � f uð Þ, (1)

the finite volume method gives the formulation as

ð

Ωel

∇ � f uð ÞdΩ ¼ �
ð

Γel

n � f uð ÞdΓ, (2)

where Ωel is the volume of the element, and Γel is the boundary faces of the
element. This implies that only the normal fluxes through the element faces n � f uð Þ
appear in the discretization. For operators with second-order derivatives, the

34

Computational Fluid Dynamics – Recent Advances, New Perspectives and Applications



integration is no longer obvious [11]. A number of strategies have been devised to
circumvent this limitation. One of the popular methods is to evaluate the first-order
derivatives in the first pass over the mesh and then obtain the second-order deriva-
tives in a subsequent pass. A new hyperbolic Navier–Stokes (HNS) formulation is
given in Ref. [12], where the gradients of density, velocity, and temperature are
introduced as auxiliary variables. Therefore, the second-order derivatives can be
integrated like any conservative variables in NS equations.

2.2 Finite element methods

Finite element methods are classically used for elliptic or parabolic problems. In
the finite element method, a given domain is viewed as a collection of sub-domains,
and over each sub-domain. Then, it becomes easier to represent a complicated func-
tion as a collection of simple polynomials [13]. As shown in Figure 1, the underlying
solution is continuous at the element boundary. For second-order operator

∇ � ∇uð Þ, (3)

FE formulation gives

ð

Ω
w∇ � ∇uð ÞdΩ ¼

ð

Ω
∇uð Þ � ∇wð ÞdΩ�

ð

Γ
wn � ∇uð ÞdΓ, (4)

where w is a set of test functions. Volume integration is performed in the entire
computation domain Ω, and boundary integration is performed at the boundary Γ of
the entire domain. In Figure 1, Ω includes elements 1–6. Γ includes the left boundary
of element 1 and the right boundary of element 6.

2.3 Discontinuous Galerkin methods

DG methods combine the advantages of finite volume and finite element methods.
While assuming the underlying solution to be polynomial on each element, the Rie-
mann problem is solved at the element boundary. For the first-order operator
(Eq. (1)), the DG formulation gives

ð

Ωel

w∇ � f uð ÞdΩ ¼
ð

Ωel

f uð Þ � ∇wð ÞdΩ�
ð

Γel

wn � f uð ÞdΓ, (5)

Figure 1.
Piece-wise approximation of a function as u xð Þ ¼ P6

el¼1 uel xð Þ in finite element methods.
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In practice, w can be easily taken as the polynomial basis of the underlying DG
solution. For second-order operator (Eq. (3)), DG formulation gives

ð

Ωel

w∇ � ∇uð ÞdΩ ¼
ð

Ωel

∇uð Þ � ∇wð ÞdΩ�
ð

Γel

wn � ∇uð ÞdΓ: (6)

As the DG method assumes that the solution is distributed as a polynomial func-
tion on each element, the value of ∇u is given explicitly on Ωel. However, ∇u becomes
discontinuous at the element boundary Γel. The flux can be estimated with BR1
method [14], BR2 method [15], or direct discontinuous Galerkin (DDG) method
[16, 17]. One can achieve high-order accuracy while retaining the compactness of the
stencil. Meanwhile, DG methods are especially suitable for hyperbolic systems, treat-
ment of nonconforming meshes, and implementation of the hp-adaptive method.
However, the DG method suffers from a number of weaknesses. In particular, how to
reduce computing costs and how to discretize and efficiently solve elliptic/parabolic
equations remain challenging issues in DG methods [7].

2.4 Reconstructed discontinuous Galerkin methods

In rDG methods, a higher-order solution is reconstructed based on the underlying
solution. (Eq. (5)) becomes

ð

Ωel

f uR
� � � ∇wð ÞdΩ�

ð

Γel

wn � f uR
� �

dΓ, (7)

and (Eq. (6)) becomes

ð

Ωel

∇uR
� � � ∇wð ÞdΩ�

ð

Γel

wn � ∇uR
� �

dΓ, (8)

where uR is a higher-order solution reconstructed from the underlying solution u.

3. FOHS for linear advection: diffusion equation

The two-dimension linear advection–diffusion equation is written as

∂ϕ

∂t
þ a

∂ϕ

∂x
þ b

∂ϕ

∂y
¼ ν

∂
2ϕ

∂x2
þ ∂

2ϕ

∂y2

� �
þ f x, yð Þ, (9)

where ϕ is a scalar function, which can be referred to as the primary solution
variable, or the velocity potential. (a, b) is a constant advection vector, ν is a positive
diffusion coefficient, and f (x, y) is the source term. The first-order derivatives of ϕ
are introduced as additional variables

vx ¼ ∂ϕ

∂x
, vy ¼ ∂ϕ

∂y
: (10)

By adding pseudo time (τ) derivatives with respect to both ϕ and additional
variables, the following FOHS can be formulated.
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∂ϕ

∂τ
þ ∂ϕ

∂t
þ a

∂ϕ

∂x
þ b

∂ϕ

∂y
¼ ν

∂vx
∂x

þ ∂vy
∂y

� �
þ f x, yð Þ,

∂vx
∂τ

¼ 1
Tr

∂ϕ

∂x
� vx

� �
,

∂vy
∂τ

¼ 1
Tr

∂ϕ

∂y
� vy

� �
,

8>>>>>>><
>>>>>>>:

(11)

where t and τ are the physical time and the pseudo-time, respectively. If the steady
solution in pseudo-time is obtained, then the extra variables would relax to the first-order
derivatives of ϕ. Tr is the relaxation time, which is a free parameter. System (Eq. (11)) is
equivalent (Eq. (9)) in the pseudo-steady state for any nonzero Tr, but Tr needs to be
positive for the system to be hyperbolic. The FOHS can be written in vector form as

∂U
∂τ

þ T
∂U
∂t

þ ∂Fx

∂x
þ ∂Fy

∂y
¼ S, (12)

where

U ¼
ϕ

vx

vy

0
BB@

1
CCA, T ¼

1 0 0

0 0 0

0 0 0

0
BB@

1
CCA, (13)

Fx ¼
aϕ� νvx

�ϕ=Tr

0

0
BB@

1
CCA, Fy ¼

bϕ� νvy

0

�ϕ=Tr

0
BB@

1
CCA, S ¼

f x, yð Þ
�vx=Tr

�vy=Tr

0
BB@

1
CCA: (14)

To simplify the mathematics, the advection term and the diffusive term are
considered separately.

Fx ¼ Fa
x þ Fd

x ¼
aϕ
0

0

0
B@

1
CAþ

�νvx
�ϕ=Tr

0

0
B@

1
CA, (15)

Fy ¼ Fa
y þ Fd

y ¼
bϕ
0

0

0
B@

1
CAþ

�νvy
0

�ϕ=Tr

0
B@

1
CA: (16)

Consider the Jacobian of the flux projected along n ¼ nx, ny
� �

,

An ¼ Aa
n þAd

n ¼
∂Fx

∂U
nx þ

∂Fy

∂U
ny, (17)

where Aa
n and Ad

n are the advective and diffusive Jacobians, respectively.

Aa
n ¼

∂Fa
x

∂U
nx þ

∂Fa
y

∂U
ny ¼

an 0 0

0 0 0

0 0 0

0
B@

1
CA, (18)
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Ad
n ¼

∂Fd
x

∂U
nx þ

∂Fd
y

∂U
ny ¼

0 �νnx �νny
�nx=Tr 0 0

�ny=Tr 0 0

0
B@

1
CA, (19)

where

an ¼ anx þ bny: (20)

The only nonzero eigenvalue of the advective Jacobian is an, while the eigenvalues
of the diffusive Jacobian are

λ1 ¼
ffiffiffiffiffi
ν

Tr

r
, λ2 ¼ �

ffiffiffiffiffi
ν

Tr

r
, λ3 ¼ 0: (21)

One can see that the diffusion progress can be regarded as a wave propagating
isotropically according to the first two nonzero eigenvalues. As for the third eigen-
value, it indicates the inconsistency damping mode [18]. Clearly, the steady solution is
independent of the free parameter, relaxation time Tr. Therefore, Tr can be defined
solely to accelerate the convergence. For simplicity, Tr is taken as

Tr ¼ L2
r

ν
, Lr ¼ 1

max Re , 2πð Þ , Re ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p

ν
: (22)

One can see that only first-order operators occur in (Eq. (12)). FV formulation
(Eq. (2)), DG formulation (Eq. (5)), or rDG formulation (Eq. (7)) can be used to
integrate the first-order spatial operators.

4. FOHS for Navier-Stokes equations

The FOHS method is straightforward for model equations by introducing the
gradients of the unknowns as auxiliary variables. However, for compressible NS
equations, the construction of the FOHS becomes trickier. A HNS14 method is first
introduced by including viscous stresses and heat fluxed as additional variables [19],
but it turns out to obtain reduced order of accuracy in velocity gradients. Later, a HNS
17 method is developed to improve the scheme by including the velocity gradients
scaled by viscosity and heat fluxes [20], resulting in the designed order of accuracy in
velocity gradients. However, the loss of designed accuracy in density gradients is
observed. In order to overcome this issue, an artificial hyperbolic density diffusion
term is added to HNS17 to construct HNS20 [12]. The additional term is designed to
be small enough such that the scheme can provide expected accurate gradients for
density while the continuity equation is not affected. At this point, accurate gradients
can be obtained for all primary variables by HNS20 in the pseudo-steady state. How-
ever, this efficient construction is not straightforward for other conservative or pri-
mary variables. To make the recycling procedure trivial, a new formulation HNS20G
[21] was developed recently. Unlike the above-mentioned methods, HNS20G uses the
gradients of the primary variables, that is, density, velocity, and temperature, as
auxiliary variables to the first-order hyperbolic system. Moreover, with the utilization
of the reconstruction method, HNS20G is able to deliver a more accurate solution and
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gradient while remaining the same degrees of freedom as the conventional DG (P1)
method.

4.1 Navier-Stokes equations

The non-dimensionalized Navier–Stokes equations governing unsteady compress-
ible viscous flows can be expressed as

∂ρ

∂t
þ ∂ρvk

∂xk
¼ 0,

ρvi
∂t

þ ∂ ρvivk þ pδik � τikð Þ
∂xk

¼ 0,

ρe
∂t

þ ∂ vjρeþ vi pδik � τikð Þ þ qk
� �

∂xk
¼ 0,

8>>>>>>>><
>>>>>>>>:

(23)

where the summation convention (k = 1, 2, 3) has been used as x1 ¼ x, x2 ¼ y, and
x3 ¼ z. The symbols ρ, p, and e denote the density, pressure, and specific total energy
of the fluid, respectively, and vx ¼ u, vy ¼ v, and vz ¼ w are the velocity components
of the flow in the coordinate direction x, y, and z, respectively. The symbol δik is the
Kronecker delta function. The pressure can be computed from the equation of state
for a perfect gas,

p ¼ γ � 1ð Þρ e� 1
2

u2 þ v2 þ w2� �� �
, (24)

where the ratio of the specific heats, is assumed to be constant, that is, γ ¼ 1:4.
Moreover, the specific total enthalpy h is defined as

h ¼ eþ p
ρ
: (25)

The viscous stress tensor τ can be found through

τ ¼
τxx τxy τxz

τyx τyy τyz

τzx τzy τzz

0
B@

1
CA: (26)

The Newtonian fluid with the Stokes hypothesis is valid under the current frame-
work. Thus, τ is a symmetric tensor, which is a linear function of the velocity gradients

τij ¼ μ
∂ui
∂xj

þ ∂uj
∂xi

� �
� 2
3
μ
∂uk
∂xk

δij, (27)

where μ is the molecular viscosity coefficient or dynamic viscosity as in many
literatures, which can be determined through Sutherland’s law

μ

μ0
¼ T

T0

� �3
2 T0 þ S
T þ S

, (28)
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where μ0 represents the viscosity coefficient at the reference temperature T0 and
S ¼ 110K. The temperature of the fluid T is determined by

T ¼ P
ρR

, (29)

where R denotes the universal gas constant for a perfect gas.
According to Fourier’s law, the heat flux vector qj is given by

qj ¼ �λ
∂T
∂xj

, (30)

where λ is the thermal conductivity coefficient and expressed as

λ ¼ μcp
Pr

, (31)

where cp is the specific heat capacity at constant pressure and Pr is the
nondimensional laminar Prandtl number, which is taken as 0.7 for air.

4.2 First-order hyperbolic Navier–Stokes system: HNS20G

The gradients of density, velocity, and temperature are first introduced as auxil-
iary variables

r ¼
rx

ry

rz

0
BB@

1
CCA ¼ ∇ρ, gu ¼

gux
guy
guz

0
BB@

1
CCA ¼ ∇u, gv ¼

gvx
gvy
gvz

0
BB@

1
CCA ¼ ∇v,

gw ¼
gwx
gwy
gwz

0
BB@

1
CCA ¼ ∇w, h ¼

hx

hy

hz

0
BB@

1
CCA ¼ ∇T:

(32)

Then, the governing equations of compressible viscous flows are reformulated as

∂ρ

∂t
þ ∂ρvk � νrrk

∂xk
¼ 0,

ρvi
∂t

þ ∂ ρvivk þ pδik � τikð Þ
∂xk

¼ 0,

ρe
∂t

þ ∂ vjρeþ vi pδik � τikð Þ þ qk
� �

∂xk
¼ 0,

� ∂vi
∂xk

¼ �gvik,

� ∂T
∂xk

¼ �hk,

� ∂ρ

∂xk
¼ �rk,

8>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>:

(33)
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where νr is introduced as an additional term to the continuity equation as artificial
viscosity associated with the artificial hyperbolic mass diffusion. In the presented
work, we take νr ¼ min 10�12, h3

� �
, where h is the scale of cell size. A pseudo time τ is

then introduced into Eq. (33) to make the system hyperbolic, and the resulting
hyperbolic system is written as

∂ρ

∂τ
þ ∂ρ

∂t
þ ∂ρvk � νrrk

∂xk
¼ 0,

∂ρvi
∂τ

þ ∂ρvi
∂t

þ ∂ ρvivk þ pδik � τikð Þ
∂xk

¼ 0,

∂ρe
∂τ

þ ∂ρe
∂t

þ ∂ vjρeþ vi pδik � τikð Þ þ qk
� �

∂xk
¼ 0,

Tv
∂gvik
∂τ

� ∂vi
∂xk

¼ �gvik,

Th
∂hk
∂τ

� ∂T
∂xk

¼ �hk,

Tr
∂rk
∂τ

� ∂ρ

∂xk
¼ �rk:

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

(34)

The relaxation times Tr,Tv, and Th are defined as

Tr ¼ L2
r

νr
, Tv ¼ L2

v

νv
, Th ¼ L2

h

νh
, (35)

where the length scale is taken as Lr ¼ Lv ¼ Lh ¼ 1=2π. The normalized viscosity
coefficients are

νv ¼ μv
ρ
, νh ¼ μh

ρ
, (36)

Note that for high Reynolds number flows, the length scale should be modified
according to the Reynolds number as

Lr ¼ Ldffiffiffiffiffiffiffiffiffiffiffi
Re r∞Ld

q , Re r∞Ld
¼ U∞Ld

νr
,

Lv ¼ Ldffiffiffiffiffiffiffiffiffiffiffiffi
Re v∞Ld

q , Re v∞Ld
¼ U∞Ld

νv∞
,

Lh ¼ Ldffiffiffiffiffiffiffiffiffiffiffiffi
Re h∞Ld

q , Re h∞Ld
¼ U∞Ld

νh∞
,

Ld ¼ 1
2π

,

(37)

where U∞ is the free-stream flow velocity, and the superscript and subscript ∞
refers to the free-stream flow.

41

Hyperbolic Navier-Stokes with Reconstructed Discontinuous Galerkin Method
DOI: http://dx.doi.org/10.5772/intechopen.109605



After writing (Eq. (34)) in the same formulation as (Eq. (12)), either FV formula-
tion (Eq. (2)), DG formulation (Eq. (5)), or rDG formulation (Eq. (7)) can be used to
integrate the first-order spatial operators.

4.3 Laminar flow past a sphere

The laminar flow past a sphere is given here to compare the present method with
experimental data. The free-stream Reynolds number is taken as Re∞ ¼ 100, and the
free-stream Mach number is taken as M∞ ¼ 0:5. The triangular meshes for the sym-
metric plane and the spherical surface are shown in Figures 2 and 3. Characteristic
condition is given at the left, right, upper, and lower boundaries in Figure 2. Adiabatic

Figure 2.
Triangular meshes of the symmetric plane for laminar past a sphere.

Figure 3.
Triangular meshes of the sphere surface.
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wall boundary is given at the spherical surface. The vorticity magnitude contours are
given in Figure 4. The pressure coefficient distribution on the spherical surface is
compared to Ref. [22], as shown in Figure 5.

4.4 Laminar flow past a delta wing

A laminar flow at a high angle of attack past a delta wing is considered here. The
free-streamMach number is ofM∞ ¼ 0:3, the angle of attack is of α ¼ 12:5o, and the
Reynolds number is of Re ¼ 4,000 based on a mean cord length of 1. The triangular

Figure 4.
Vorticity magnitude contours and for laminar past a sphere at Re∞ ¼ 100.

Figure 5.
Pressure coefficient for laminar past a sphere, compared to ref. [22].
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meshes of the symmetric plane and the delta wing surface are shown in Figures 6 and 7.
Characteristic condition is given at the upper, lower, left, and right boundaries in
Figure 6. The adiabatic wall boundary condition is given at the wing surface, where the
heat transfer through the wall is zero, and no mass or total energy convection is
supposed. The computed vorticity magnitude contours are shown in Figure 8 along
with the stream traces in the flow field. It is observed that as the flow passes the leading
edge, it rolls up and creates a vortex. The vortex system remains over a distance behind
the wing.

4.5 Von Kármán vortex street behind a circular cylinder

The von Kármán vortex street is one of the most extensively studied cases both
experimentally and numerically in fluid dynamics. The initial condition is a uniform-
free stream. The free-stream Mach number is taken as M∞ ¼ 0:1 and the Reynolds
number is taken as Re ¼ 100 based on the diameter of the cylinder. The grid is
composed of 21, 809 prismatic elements, 22, 804 grid points, 43, 168 triangular
boundary faces, and 199 quadratic boundary faces, as shown in Figures 9 and 10. The
vorticity contours within the half cycle are shown in Figure 11.

Figure 6.
Triangular meshes of the symmetric plane for laminar flow past a delta wing.

Figure 7.
Triangular meshes of delta wing surface.
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5. Conclusions

High-order reconstructed discontinuous Galerkin methods based on first-order
hyperbolic systems for Navier–Stokes equations have been developed and presented.
The presented work is based on a new formulation for the hyperbolic Navier–Stokes
system, namely HNS20G, which introduces the gradients of density, velocity, and
temperature as additional variables. The numerical cases demonstrate that the
presented method is compact, efficient, and robust.

Figure 8.
Vorticity magnitude contours and stream traces for delta wing.

Figure 9.
Meshes for von Kármán vortex street.
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Chapter 3

Computational Fluid Dynamics for
Advanced Characterisation of
Bioreactors Used in the
Biopharmaceutical Industry –
Part I: Literature Review
Stefan Seidel, Cedric Schirmer, Rüdiger W. Maschke, Lia Rossi,
Regine Eibl and Dieter Eibl

Abstract

Computational fluid dynamics (CFD) is a widely used tool for investigating fluid
flows in bioreactors. It has been used in the biopharmaceutical industry for years and
has established itself as an important tool for process engineering characterisation. As
a result, CFD simulations are increasingly being used to complement classical process
engineering investigations in the laboratory with spatially and temporally resolved
results, or even replace them when laboratory investigations are not possible. Param-
eters that can be determined include the specific power input, Kolmogorov length,
hydrodynamic stress, mixing time, oxygen transfer rate, and for cultivations with
microcarriers, the NS1 criterion. In the first part of this series, a literature review
illustrates how these parameters can be determined using CFD and how they can be
validated experimentally. In addition, an overview of the hardware and software
typically used for bioreactor characterisation will also be provided, including process
engineering parameter investigations from the literature. In the second part of this
series, the authors’ research results will be used to show how the process engineering
characterisation of mechanically driven bioreactors for the biopharmaceutical indus-
try (stirred, orbitally shaken, and wave-mixed) can be determined and validated
using CFD.

Keywords: mixing time, oxygen mass transfer, power input, process engineering
characterisation, single-use bioreactor, validation

1. Introduction

Bioreactors are closed systems that allow the cultivation of microbial, animal, and
human cells in a controlled, aseptic environment. The simplest bioreactors are not
instrumentalised (e.g., shake flasks) and dominate in mL-scale process development.
In contrast, bench-top (10 L working volume), pilot (≥50 L working volume), and
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industrial-scale (working volumes of cubic metres) bioreactors are typically equipped
with sensors, which allow regulation and adjustment of the cultivation process. At this
time, the primary goal of such cultivation is the production of inocula, and bio-, cell-,
or gene therapeutics. The bioreactor type and its operation parameters influence the
growth and production behaviour of the production organism used. For example, the
often-used microorganism Eschericha coli has high oxygen demands [1, 2] and a need
for short mixing times [3] due to its fast metabolism. In addition, microorganisms
such as E. coli are extremely robust thanks to their cell walls and small size. Therefore,
the bioreactor can be operated with a high specific power input. Biopharmaceutical
production with E. coli has a long tradition and dates back to 1982 when the produc-
tion of insulin was approved by the Food and Drug Administration in the USA [4].

Today, most biopharmaceuticals, such as monoclonal antibodies, therapeutic hor-
mones and many vaccines, are produced using mammalian cells, with Chinese ham-
ster ovary (CHO) cells being the most frequently used [5]. Furthermore, human
embryonic kidney (HEK) cells, Madin-Darby canine kidney (MDCK) cells, murine
myeloma cells (NS0), and baby hamster kidney (BHK) cells are used [6]. The advan-
tage of mammalian cells is that they can produce more complex molecules and can
also perform glycosylation, which makes them even more attractive to use [7]. Fur-
thermore, mammalian cells generally do not require as much oxygen as E. coli [1, 8].
However, they are larger and lack a cell wall, which makes them much more sensitive
to fluid dynamic stress, a factor that has to be taken into account when selecting the
bioreactor system and its operation parameters [9, 10].

In addition to mammalian cells and microorganisms, plant cells, insect cells and,
more recently, stem cells are also used in biotechnological manufacturing processes.
These cells are either continuous cells (unlimited life span) or primary cells (limited
life span) and grow adherently (they need a surface to attach to, such as planar plastic
surface, membranes or microcarriers) or in suspension.

Bioreactors can be classified in different ways. If the reusability of the cultivation
container is taken into account, a classification into single-use and reusable systems
can be made [11, 12]. If the type of mass transfer is taken into account, they can be
categorised into static and dynamic systems, the latter of which can be further divided
into mechanically, pneumatically and hydraulically driven bioreactors, depending on
the type of power input [13, 14]. Mechanically driven systems, which are either
stirred, orbitally shaken, or wave-mixed, predominate [13], the last of which are
exclusively available as single-use variants. Single-use bioreactors have become very
popular over the past 20 years [15]. The cultivation containers (rigid plastic vessels or
flexible bags) are pre-sterilised, can be used immediately, and are disposed of after the
cultivation has been completed. This makes the cultivation safer, helps to save time,
may reduce costs, and often contributes to a lower impact on the environment despite
the plastic waste that is generated. Efforts by manufacturers of single-use bioreactors
have helped make them more user-friendly, for example, by replacing weak points
such as the film material of the first and second bioreactor generation with improved
ones that are less problematic in terms of leachables and extractables [16]. Currently,
single-use bioreactors up to 6 m3 working volume are available on the market [15].

Stirred bioreactors (Figure 1a) are characterised by a mostly cylindrical vessel
containing a stirring shaft with one or more stirrers. The dimensioning of the vessel as
well as the type, number and positioning of the stirrer(s), which introduce power into
the system, differ depending on the application. The oxygen required by the cells is
added via the fluid surface or by active gassing with a sparger, depending on the
application. Stirred bioreactors range from the mL-scale in research and development
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to more than 100 m3 in production processes [12]. In orbitally shaken systems, such as
the shake flasks (Figure 1b), power is introduced into the system through the walls of
the vessel by moving the entire system orbitally on a platform, and oxygen is typically
only introduced via the free surface. Wave-mixed systems (Figure 1c) are also

Figure 1.
Computer-generated images (CGI) of common mechanically driven bioreactor systems. a) Stirred bioreactor where
the power is brought into the system by rotation of the stirring shaft and the stirrer (rotation marked by green
arrow). b) Shake flask, which is an orbitally shaken bioreactor. Here the power is brought into the system by the
orbitally shaking of the platform (movement of the platform marked by green arrow). c) Wave-mixed bioreactor,
in which the power is brought in by the back and forth tilting of the bioreactor (rotation around tilting axis marked
by green arrow).
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surface-aerated however, in these systems power is introduced by tilting the cultiva-
tion bag to create one or two degrees of freedom (DOF) of motion, resulting in an
undulation in the fluid inside the bioreactor.

Bioreactors should be both, technically characterised and biologically qualified.
Details on biological qualification of bioreactors are described by Schirmer et al.
[17, 18]. Technical or so-called classical process engineering characterisation includes
the determination of specific power input, mixing or residence time, and oxygen
transfer [19]. If adherent cells such as mesenchymal and induced pluripotent stem
cells are grown on microcarriers, investigation of the suspension behaviour can also be
beneficial [20]. Characterisation is typically performed in the laboratory by means of
experiments (Section 4). However, such characterisation is resource-intensive
(financial and labour costs). Moreover, only bioreactor systems that already physi-
cally exist can be characterised. However, with the help of computational fluid
dynamics (CFD), it is possible to eliminate some of these disadvantages, making it is
possible to characterise and optimise digital systems prior to construction. This allows
expensive production stops to be avoided, and more complex investigations to be
performed. Nevertheless, there are certain disadvantages associated with the use of
CFD. Well-trained personnel and a lot of computing power are required. Validation is
necessary to obtain reliable results, since CFD is only a model of the real world that is
limited by a finite degree of accuracy. In this chapter, process parameters and their
determination by CFD are described and discussed. In addition, possible hardware
and software solutions are also presented as well as validation methods.

2. Process engineering characterisation

The specific power input P/V is one of the central process engineering parameters.
It describes how much power per volume is introduced into the bioreactor system.
The power input influences various other parameters such as oxygen transfer, mixing
intensity and fluid dynamic stress [21]. As already mentioned, a distinction can be
made between mechanical, pneumatic, and hydraulic power inputs. Typical specific
power inputs for microbial cultivations are >5 kW m�3 [22] and thus significantly
higher than for mammalian cells (5 to 310 W m�3) [23, 24]. The specific power input,
which is mechanically introduced into the bioreactor system can be determined by the
torque M at a given stirrer speed n for volume V (eq. (1)).

P=V ¼ 2 � π � n �M
V

(1)

The specific power input determined by this method corresponds to the average
power input. The average power input is equal to the product of the average energy
dissipation rate ε and the density ρ (eq. (2)) [9]. However, the energy dissipation rate
in a bioreactor is not uniform and can differ by several orders of magnitude. For
example, in a stirred bioreactor, the energy dissipation rate is maximum at the stirrer
tips and decreases sharply as the distance from the tips increases. These differences in
energy dissipation rate can be expressed in terms of hydrodynamic heterogeneity,
which is the quotient of εmax and ε. Orbitally shaken systems are characterised by high
homogeneity, where εmax/ε ranges from 1 to 18 [25, 26], and wave-mixed bioreactors
lie between orbitally shaken and stirred bioreactors (8.8 to 32.0) [27]. The greatest
heterogeneity can be observed in stirred bioreactors, with values of up to 66 for
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6-blade pitched turbines and as high as 147 for Rushton turbines [28]. Kolmogorov’s
microscale theory, which is often used as an indicator of possible cell damage, can be
derived directly from the turbulent energy dissipation rate. Assuming isotropic tur-
bulence, this theory states that eddies break down into smaller and smaller eddies and
dissipate into heat at the Kolmogorov length λk. Eddies that are significantly larger
than cells (e.g., 20 μm for CHO cells) damage the cells less and simply transport the
cells with them. However, if the vortices are in the size range of the cells or smaller,
this can lead to damage to the cell membrane. In addition to the Kolmogorov length,
fluid dynamic stress can also be used to assess possible cell damage. This is composed
of normal σ and shear τ stresses. Lethal and sublethal hydrodynamic stress varies
greatly from one organism to another and can even vary for the same cell type [29]. In
addition to the cell type, culture media composition [30, 31] and exposure duration
also play crucial roles.

P=V ¼
P

εið ÞViρ

V
¼ ε � ρ (2)

The mixing time is another process engineering parameter which is of importance
for large bioreactors. The mixing time corresponds to the time required to achieve a
defined mixing quality M (typically 95% in biotechnology, eq. (3)). The mixing time
should be kept as low as possible so that no oxygen and nutrient limitations or pH
fluctuations occur. However, few exact values are published in the literature. For
example, Anane et al. [32] showed that a clear metabolic switch occurred in a CHO
cell line when the mixing time was longer than 90 s. However, the maximum mixing
time suggested by Löffelholz et al. [33] for litre-scale devices is 30 s, which is below
this critical value. A detailed description of the decolourisation method, which can be
used to determine the mixing time, can be found in Bauer et al. [19] or in Maschke
et al. [10].

M tð Þ ¼ 1� ∣c tð Þ � c∞∣
c∞

(3)

A sufficient supply of oxygen is of critical importance in aerobic cultivations. In
contrast to other nutrients, oxygen must be continuously added to the system, since it
does not dissolve well in water-like media (Newtonian culture broths). The amount of
oxygen required for a cultivation can be determined by the oxygen uptake rate (OUR),
which is the product of the cell density and the specific oxygen uptake rate qO2

. An
overview of typical specific oxygen uptake rates can be found in Maschke et al. [10] and
Seidel et al. [2]. To ensure sufficient oxygen supply, the oxygen transfer rate (OTR)
must be equal to or greater than the OUR. The OTR is the product of the volumetric
oxygen mass transfer coefficient kLa and the difference between the oxygen saturation
concentration C ∗ and the dissolved oxygen concentration in the bulk liquid C.

For process characterisation purposes, the kLa value is of particular interest. This
value is the product of the liquid side mass transfer coefficient kL and the specific
interface a. In practice, the kLa value is typically determined directly. The most
common methods are the gassing-out method, sulfite method and the respiratory
gassing-out method, the latter of which is a biotic method. A detailed description of
methods for determining the kLa value can be found in Seidel et al. [2] or Bauer et al.
[19]. However, there are also measurement methods that allow the determination of
just the specific interface (Section 4).
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Another important parameter is the suspension criterion NS1. The characterisation
of the sedimentation behaviour is particularly important for the cultivation of cells
growing adherently on microcarriers, such as stem cells, which are also sensitive to
hydrodynamic stress. Various authors have used the NS1 criterion to successfully grow
stem cells on microcarriers [34–36]. This criterion describes the stirrer speed and thus
the minimum power input required to completely suspend all microcarriers. It should
be noted that at this speed only a suspension of the microcarriers is guaranteed, but
not a homogeneous distribution in the cultivation vessel. This criterion ensures that
not only are the cells subjected to the minimum necessary hydrodynamic stress, but
also that there is no nutrient limitation due to heap formation. The NS1 criterion can
be determined using a camera without the need for extensive apparatus.

3. CFD models

CFD is used in various fields, including biotechnology, for research, development
and education [37]. The most widely used method is the finite volume method that
discretises the Navier–Stokes equations. In addition, this method, which is used in
most commercial and open source CFD codes (e.g., Ansys Fluent and CFX, Siemens
Simcenter Star-CCM+, OpenFOAM), the finite element method (Autodesk CFD) or
the Lattice-Boltzmann method (M-Star CFD, OpenLB) are also used. In the latter, the
Boltzmann equation is discretised instead of the Navier–Stokes equation [38]. In this
chapter, only the finite volume method will be discussed. To describe a single-phase
laminar flow in a bioreactor, the conservation equations for mass and momentum
are discretised and solved iteratively. Single-phase considerations are only suitable
for stirred bioreactors where a constant fluid surface can be assumed (no vortex
formation).

For most biotechnological applications, a turbulent flow needs to be generated to
ensure sufficient mixing for the cells to be suspended, for the oxygen to be dispersed
and for the nutrients to be evenly distributed. This is, however, not the case for
bioreactors used for cultivating cells that may be sensitive to hydrodynamic stress.
Several methods exist to account for turbulent flow, with the Reynolds-averaged
Navier–Stokes (RANS) approach being the most widely used due to its economic
advantages. This approach fully describes the turbulence using an additional model
and only calculates the average flux. There are a number of different RANS turbulence
models. However eddy-viscosity-based models, such as the k-ε-model (Eqs. (4) and
(5)) and k-ω-model (equations can be found in Wilcox [39]), are the most widely
used [40, 41]. If the phenomenon of turbulence needs to be considered in more detail,
the unsteady-RANS, Hybrid RANS large eddy simulation (LES), LES or direct
numerical simulation (DNS) can be used with increasing computational complexity.
In fact, DNS is so computationally intensive that it is only used for simple geometries
in research [42]. A detailed overview of turbulence models is described in Wilcox [39]
and Rodriguez [43].

∂ ρkð Þ
∂t

þ ∂

∂xi
ρuikð Þ ¼ ∂

∂xi
þ μþ μt

σk

� �
∂k
∂xi

þ μt
∂ui
∂uj

þ ∂uj
∂ui

� �
∂uj
∂xi

� ρε (4)

∂ ρεð Þ
∂t

þ ∂

∂xi
ρuiεð Þ ¼ ∂

∂xi
þ μþ μt

σε

� �
∂ε

∂xi
þ C1

ε

k
μt

∂ui
∂uj

þ ∂uj
∂ui

� �
∂uj
∂xi

þ C2ρ
ε2

k
(5)
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Mechanically driven bioreactors are characterised according to the method used to
introduce power into the system, described in Figure 1. For stirred systems, two
different methods are mainly used to model the motion of the stirrer. With the frozen
rotor method (also known as multiple reference frame method) the stirrer is not
rotated, but in the zone around the stirrer the conservation equations are solved in a
rotating reference system. Thus, there is no displacement or recalculation of the
computational mesh, which makes this method resource efficient. However, this
method is only suitable for steady-state considerations of stirred bioreactors. Another
method is the sliding mesh approach, in which the mesh of the stirrer and stirred zone
is shifted relative to the rest of the bioreactor. This method is significantly more
computationally intensive than the frozen rotor method, but allows for a transient
approach. There are also two different methods for orbitally shaken and wave-mixed
bioreactors, both of which use a transient approach. The computational mesh can be
manipulated by rotation and/or translation to mimic motion [44]. A less common
method is to manipulate only the direction of the forces acting within the bioreactor.
For example, Zhu et al. [45] successfully modelled orbitally shaken systems using
manipulation of centrifugal forces.

In terms of the process engineering characterisation, a single-phase simulation can
be used to determine the flow field, as well as the non-aerated specific power input,
with the power input being determined analogously to eq. (1). Instead of measuring
the torque, it can be determined using eq. (6) [46], where Fp and Fτ correspond to the
pressure and viscous force, and r to the distance from the mesh cell centre to the axis
of rotation (Eqs. (7) and (8)).

M ¼
X
i

ri � Fpi þ ri � Fτi

� �
(6)

Fpi ¼ pi � Ai (7)

Fτi ¼ μ � ∂ui
∂xi

� Ai (8)

Normal and shear gradients can be determined from the velocity field or its
gradients. A detailed derivation is described in Wollny [47]. By using RANS turbu-
lence models, the turbulent energy dissipation rate ε can be determined. This is either
calculated directly, for example, when using the k-ε-model, or can be determined
from k and ω when using the k-ω-model (eq. (9)). The energy dissipation rate can be
used to predict the Kolmogorov length λk (eq. (10)). If this is determined for each
mesh cell, a Kolmogorov length distribution in the bioreactor can be determined [44].

ε ¼ k � ω � β ∗ (9)

λk ¼ ν3

ε

� �1
4

(10)

The mixing time in stirred bioreactors can also be determined based on a stationary
single-phase simulation. For this purpose, the converged stationary solution of the
velocity field is used as a basis. Subsequently, a virtual tracer Tm can be fed into the
system via a scalar transport equation (eq. (11)) [48].

∂Tm

∂t
þ ∇ � V�Tmð Þ � ∇2 DþDtð Þ � Tmð Þ ¼ 0 (11)
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The subsequent transient observation shows how the tracer is distributed in the
system by convection and diffusion (including turbulent diffusion Dt) over time.
Analogously to the decolourisation method, the mixing time can thus be determined.

If the fluid flow in orbitally shaken, wave-mixed or vortex-forming stirred bioreac-
tor systems is being investigated, the gas phase has to be modelled in addition to the
liquid phase. Different methods exist for the investigation of muliphase systems. How-
ever, the volume of fluid (VOF) method is suitable for continuous two-phase systems,
in which the continuity can be assumed. The continuity equation corresponds to
eq. (12) and the momentum equation to eq. (13). The VOFmethod uses a mixed fluid in
which the physical properties χ such as density ρ and viscosity μ are weighted by the
phase fraction α (eqs. (14) and (15)). The surface tension σ can be considered here by
using, for example, the continuum surface force (CSF) model [49].

∇ � v! ¼ 0 (12)

∂ρv!

∂t
þ ∇ � ρv!v!

� �
¼ �∇pþ ρ g! þ ∇ � ν ∇v! þ ∇v!

� �T
� �

þ σκ∇αliquid (13)

χ ¼
X

χiαi, χ ∈ ρ, ν½ � (14)
X

αi ¼ 1 ∀αi, αij0≤ αi ≤ 1f g (15)

Similarly to the single-phase simulation, the power input can also be determined
using the torque value. Here, the phase fraction must be taken into account as well as
the fact that this is a transient determination, which may have to be averaged over time
for the average specific power input. Shear and normal gradients as well as Kolmogorov
lengths can also all be determined in a similar way to the single-phase simulations.

The kLa value can also be determined for these systems, which employ pure
surface-aeration. In contrast to experimental investigations, kL and a are determined
individually in CFD simulations. For surface-aerated systems, the specific interface
can be determined from the quotient of the liquid surface area and the working
volume, with the liquid surface area determined using an iso-surface with αwater ¼ 0:5.
The kL value can be approximated by several models. Higbie’s [50] model is widely
used (eq. (16)) and requires the energy dissipation rate to be determined. The mixing
time can be determined by a virtual tracer. However, in VOF models it is important to
ensure that the virtual tracer does not migrate into the gas phase. There are different
model approaches used in commercial and open source CFD codes (phasescalar-
transport in OpenFOAM, user-defined scalar in Ansys Fluent).

If, however, a dispersed system is to be considered, the VOF model is not able to
represent this complex phenomena. Dispersed systems include active aerated systems
and systems with particles such as microcarriers. In contrast to the VOF model, the
Euler-Euler model does not use a mixed fluid, but instead solves the conservation
equations for each phase individually. However, only one pressure field is calculated
for all phases. Nevertheless, with the Euler-Euler model, interfacial forces such as
drag, lift and virtual mass force, can also be taken into account, which makes it
possible to model particles of a defined size (different particle sizes can be modelled
by additional phases, but this is a computationally intensive method). These forces
and their computations are described in detail in Seidel et al. [2], Pourtousi et al. [51]
and Chuang and Hibiki [52]. If a known constant bubble diameter d can be assumed,
the specific interface a can also be determined with the Euler-Euler model (eq. (17),
for mono-disperse systems: d32 ¼̂ d) [53].
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kL ¼ 2ffiffiffi
π

p εν
DO2

ν

� �1
4

(16)

a ¼ Ag

V
¼ 6α

d32
(17)

Seidel and Eibl [8] have been able to show that in a 3 L stirred bioreactor, under the
same simulation conditions, the kLa value can be described as a power function of the
bubble diameter with a negative exponent. However, combining CFD with population
balance modelling (PBM) can minimise the heavy dependence of the simulated kL
value on the selected bubble diameter. This is achieved by modelling a population of
bubbles with a bubble size distribution. In addition, PBM can also be used to model
complex phenomena such as bubble breakup and coalescence by describing the
change in the number density function of the gas bubble diameters, with the source
term consisting of four components: death by coalescence, birth by coalescence, death
by breakup, birth by breakup. A detailed description and overview of closure models
for the population balance equations can be found in Liao and Lucas [54, 55], and a
description of how the choice of coalescence and breakup models affects the kLa value
is provided by Seidel and Eibl [8]. Among the most frequently used approaches are the
class method, which is used in OpenFOAM, and the method of moments, which is
used in Ansys Fluent. A detailed overview of possible methods can be found in
Nguyen et al. [56] and Li et al. [57], and their advantages and disadvantages are
discussed in Seidel et al. [2].

The Euler-Euler model can also be used to perform suspension investigations and to
determine the NS1 criterion [58–60]. However, CFD investigations concerning the NS1
criterion are not very widespread. In order to model the microcarriers as a solid phase, a
Granular Flow Model (GFM) is required, with the kinetic theory of granular flow
(KTGF) approach being widely used for this purpose [61, 62]. For modelling purposes,
a granular pressure is introduced, which requires a gradient term for the granular phase
momentum equation. In order to calculate the granular pressure, it is necessary to also
calculate the granular temperature, which influences the collision behaviour of the
particles [63]. An example of how the granular pressure can be modelled can be found
in Syamlal et al. [64]. When using the Euler-Euler model, instead of modelling the
individual particles (gas bubbles or microcarriers), only their phase fractions are
modelled. If, however, the individual particles need to be modelled, the Euler-Lagrange
model should be used, which describes the paths of the particles using an ordinary
differential equation [65]. However, the Euler-Lagrange model does not consider the
influence of turbulent flows on the particle path, which can be accounted for using the
discrete random walk model [66]. It is a fact that the Euler-Lagrange model is used less
frequently for biotechnological applications than the Euler-Euler model [2]. The main
reason for this is that the computation time increases linearly as particle numbers
increase [67]. Zieringer and Takors [68] recommend a maximum particle fraction
of 10% for the use of the Euler-Lagrange model. Accordingly, using 10 g L�1

(1% particle fraction) microcarriers, as Jossen et al. [69] did, would require approxi-
mately 40 � 106 carrier L�1 to be individually modelled [70].

Depending on the bioreactor system and the process parameters being investi-
gated, different models should be considered in order to avoid uneconomical CFD
simulations. It should be noted that irrespective of the model used for a CFD simula-
tion, it will never be a true representation of reality. In addition to modelling errors,
discretisation errors, iteration-convergence errors, rounding errors, programming
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errors and user errors can all lead to inaccuracies. Rounding errors are typically
negligible (double-precision floating point numbers) and user errors should ideally be
entirely avoidable. Discretisation error arise from the spatial discretisation of the mesh
cells and the temporal discretisation of the time step sizes. A widely used approach for
estimating discretisation errors arising from the choice of mesh is the Richardson
extrapolation or the associated grid convergence index [71–73], which considers the
change in the target parameter (e.g. specific power input or mixing time) using
meshes of different resolutions. A detailed description of this procedure is described
in Ramírez et al. [74] and Seidel et al. [44]. Alternatively, methods like the grid
systematic refinement or the curve fitting method can also be used [75].

If the estimated discretisation error is known, an economically acceptable mesh
can be chosen, since the computation time increases exponentially as the number of
mesh cells increases, while the discretisation error approaches zero asymptotically
[76]. For transient simulations, both spatial and temporal discretisation play a role. If
the chosen time step size is too long, this can lead to instability and inaccuracies in the
simulation. Like finer computational meshes, computing time also increases linearly
as the time steps becomes shorter. The Courant-Friedrichs-Lewy (CFL) number helps
to estimate the time step size [77]. If an explicit time integration scheme is used, CFL
values above 1 can lead to non-physical values and divergence. A CFL number below 1
is preferable even in implicit schemes in order to avoid large errors. The CFL number,
which is calculated individually for each mesh cell, can vary significantly within a
single bioreactor model. Therefore, the maximum CFL number of any single mesh cell
should not exceed 1 [78]. In order to determine the total error of the CFD results,
validation by means of physical experiments is necessary. The most common valida-
tion procedures for CFD simulations of bioreactors are described in section 4.

4. Validation

The validation of CFD simulations is of great importance and is defined by the
American Institute of Aeronautics and Astronautics [79] as “The process of determin-
ing the degree to which a model is an accurate representation of the real world from
the perspective of the intended uses of the model.” In order to perform a validation,
different experimental investigations can be carried out. It should be noted that the
experiments are also not free of measurement errors, which must also be taken into
account in the statistical statement. Depending on the target process variable, differ-
ent methods are suitable for validating different bioreactor simulations. One of the
most fundamental factors is the flow pattern. Particle image velocimetry (PIV) [80–
82], laser doppler anemometry [83, 84] and laser induced fluorescence [81, 85] are
suitable for measuring the velocities in a bioreactor and are especially used for stirred
bioreactors. For orbitally shaken [86, 87] and wave-mixed [88] systems, often only
the liquid height or distribution is measured.

If the power input is of relevance, it is reasonable to use it as a validation criterion.
Thus, the measurement of the torque around the rotation axis is suitable for stirred
[74, 89], orbitally shaken [90, 91] and wave-mixed [92] bioreactors. Alternatively, the
specific power input can be determined either by measuring the electric current
supplied to the motor [93, 94] or calorimetrically [95, 96]. Villiger et al. [97] described
a method, which allows the maximum hydrodynamic stress to be determined using
poly(methyl methacrylate) aggregates [98], which is also suitable for validation
purposes. In addition, the mixing time can also be used as a validation parameter.
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Depending on whether the mixing time is evaluated globally or locally in the CFD
simulation, the decolourisation method or the conductivity measurement according to
DECHEMA e.V. Working Group for Single-Use Technology are both suitable for
validation [19]. However, these are not the only valid approaches, for example, Vivek
et al. [99] used a Raman spectroscopy probe to experimentally determine the mixing
time to validate CFD-determined mixing times.

For aerated systems, either the kLa value can be used directly as a validation
parameter, or the bubble size distribution can be used. The kLa value can be measured
using different methods described in Seidel and Eibl [8] or Garcia-Ochoa and Gomez
[100], and the bubble size distrbution by shadowgraphy [101], optical multimode
online probe [102], capillary suction probe technique [103, 104], SOPAT endoscopy
[105, 106] or focused beam reflectance [107, 108] measurements. The gas holdup,
which is typically determined optically, by the differential pressure method [109] or
radar level gauge [93] is also suitable for aerated systems.

For suspension studies with microcarriers or other particles, it is advisable to use
the suspension behaviour or the NS1 criterion for validation. For this purpose, the
particles that are to be suspended are added to an unstirred bioreactor. Then the speed
is increased stepwise until the NS1 criterion is achieved. The evaluation is either
performed by eye [110] or recorded with a camera [59, 111–113]. Delafosse et al. [113]
and Loubière et al. [59] have refined this evaluation method by measuring the light
attenuation using a light source mounted on one side of the bioreactor and the camera
on the opposite side. Most authors have recorded lateral images as well as images from
below, using a mirror for the latter. For the validation of their CFD simulations, Zhang
et al. [114] recorded images with a high-speed camera. However, they did not exam-
ine cells grown on microcarriers, but rather immobilised Lactobacillus cells.

5. Hardware and software

In order to obtain a final result, several steps are necessary, which can be divided
into preprocessing, processing and postprocessing [76, 115]. The individual steps are
explained in more detail in Figure 2. Typically, several of these steps are included in
today’s CFD software solutions. Using the Ansys software solution, the geometry can
be created (SpaceClaim), the mesh can be generated (Meshing), the calculations can
be performed (Fluent) and with CFD-Post the postprocessing can be completed.
However, separate software is often used for geometry generation, such as Autodesk
Inventor, SolidWorks, Solid Edge or Salome, and for postprocessing steps such as
Tecplot and Paraview. The most widely used CFD software solutions for bioreactor
modelling are Ansys Fluent and CFX (commercial) and OpenFOAM (open source).
However, Simcenter Star-CCM+ from Siemens, Autodesk CFD, COMSOL
Multiphysics and M-Star CFD are also used, with the latter specifically advertised for
bioreactor applications (all commercial software).

In addition to the software, the hardware is also of critical importance for a
simulation to be economic [116], with the hardware performance, the purchase price
and the power consumption all playing a role. All current CFD software solutions
allow for the parallelisation of the calculations. For this purpose, the computational
mesh is partitioned into different domains. Individual processors then execute the
computations in the individual domains. The communication between the domains is
regulated, as usual in parallel computing, by means of the message passing interface
(MPI) or other interfaces [116]. Different algorithms exist for creating partitions,
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which differ in their degree of automation and partitioning time [117]. For example,
the Scotch algorithm of Pellegrini and Roman [118], which is based on dual recursive
bi-partitioning and implemented in OpenFOAM, only needs the number of domains
to perform the process. However, this algorithm requires a longer partitioning time
than less automated algorithms [117].

While parallelisation reduces the required computing time, higher degrees of
parallelisation also require more data to be exchanged between the processors, which
has a negative impact on computing time. Figure 3 shows how the relative simulation
time for modelling a stirred 3 L bioreactor changes as parallelisation increases
(interFOAM, OpenFOAM v9). With the hardware setup described in Seidel and Eibl
[8], the relative simulation time can be described as a power function with an expo-
nent of �0:817. If there were no loss due to communication, an exponent of �1 would
be expected. Harasek et al. [119] also performed parallelisation studies with up to 1024
cores, form which an exponent of �0:93 could be determined. According to Haddadi
et al. [116], parallelisation should be performed in such a way that there are between
50,000 and 100,000 cells per domain, whereby the number of cells should be reduced
as the complexity of the model increases.

Of the publications listed in Table 1, only one-third of the authors made state-
ments about the hardware used. Between 4 [120] and 504 [121] cores were used for
the calculations. Only five of the authors stated that they had used an HPC system
[44, 121–124], with the remaining authors having used desktop machines. The current
versions of Ansys Fluent and Siemens Simcenter Star-CCM+ emphasised the use of
graphics processing units (GPU) instead of central processing units for the calcula-
tions. Multiple GPUs can also be used here. Benchmarks from Ansys and Siemens
show that using GPUs can shorten simulation time at the same time as reducing
purchasing costs and power consumption [125, 126]. Of the authors listed in Table 1,
only authors who used M-Star CFD stated that a GPU was used (M-Star CFD relies
exclusively on GPUs). COMSOL, Autodesk CFD, Ansys CFX and OpenFOAM are not
able to use GPUs for calculation by default. There are, however, a number of modifi-
cations such as MixIT, that allow OpenFOAM to us GPUs [127, 128]. Current

Figure 2.
Visualisation of the process steps ranging from problem definition to validation. The Minifors 2 stirred bioreactor
from Infors AG hase been used as an example.
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developments show that classical CFD simulations could be complemented or
replaced by other techniques. Machine learning techniques can be used to accelerate
simulations or to improve turbulence modelling [129], and physics-informed neural
networks (PINN) are increasingly used, for their ability to perform calculations 200
times faster to the same degree of accuracy [130, 131]. Another technique, which
currently has no real application for bioreactor modelling, is quantum CFD (QCFD)
[132–135]. In quantum computing, the system can be in a superposition of multiple
states at the same time. By adapting conventional algorithms to quantum computing,
an enormous increase in speed could be achieved and the use of models for turbulence
etc. would become obsolete [136].

Figure 3.
Relative simulation time depending on the processors used. A stirred bioreactor, which was examined with
OpenFOAM v9, was used as a test case (VOF model, transient observation for 10 s). All simulations were
performed three times to capture temporal variance. In each case, the Scotch algorithm was used for decomposition.
The hardware setup is described in more detail in Seidel and Eibl [8].

Bioreactor [Configuration] Parameter Working volume Software Reference

Stirred tank bioreactors

Ambr15 and 250 (Sartorius AG)
[2x3BSS, 2xRT6]

kLa 15 mL to 250 mL Fluent, CFX [120, 137]

Bioflo IIC (New Brunswick Scientific
Co., Inc.) [2xRT6]

kLa 4 L Fluent [138]

Biotron GX (Biotron Inc.) [1xRT6,
1xST6, 1xP2]

kLa 2:5 L Fluent [139]
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Bioreactor [Configuration] Parameter Working volume Software Reference

CellReady (Merck Millipore) [1xMI] kLa 1.5 L to 2:5 L Fluent [140]

Commercially available single-use
bioreactor [1xRT4]

kLa 0:2 m3 to 1 m3 CFX [141]

HyPerforma glass (Thermo Fisher
Scientific Inc.) [1xPB4]

kLa 2 L OpenFOAM [8]

HyPerforma single-use bioreactor and
Dynadrive (Thermo Fisher Scientific
Inc.), n. S. [1x3BEE, 3xSD + 1xSD,
2x3BEE]

kLa 2 m3 to 10 m3 Fluent [121]

n. S. [2xRT] kLa 2 L Fluent [142]

n. S. [1xPB6, 1xHPC, 1xRT6, 1xP2,
1xPB2]

kLa 2 L Fluent [143]

n. S. [1xRT6, 1xSD, 1xSD] kLa 10 L Fluent [144]

n. S. [3xRT6] kLa 30 L CFX [145]

n. S. [1xMI] kLa 50 L Fluent [146]

n. S. [1xRT6 + 2x3BSS] kLa 0:2 m3 Fluent [147]

n. S. (developed by Guoqiang
Bioengineering Equipment Co.) [1xRT4]

kLa 30 mL to 70 mL CFX [122]

BIOTECH-5JG (Shanghai Baoxing Bio-
Engineer Equipment Co., Ltd.) [1xRT6]

P=V 3 L Fluent [148]

BioFlo 415 (Eppendorf SE) [2xRT6] Θm 7 L CFX [149]

CellReady (Merck Millipore), n. S.
[1xMI]

Θm 2 L to 0:2 m3 Fluent [150]

n. S. [1xMI] Θm 50 L Fluent [151]

n. S. [1xPB4, 1xRT2] Θm 1:5 L OpenFOAM [152]

BioFlo 110 (Eppendorf SE) [1xRT6 +
1x3BSS, 2xRT6]

Θm, P=V 2:2 L Autodesk
CFD

[153]

n. S. [1xRT6, 1xPB6] Θm, P=V 46:5 L Simcenter
Star-CCM+

[154]

n. S. [1xRT8 + 1RT6] Θm, P=V 54 m3 M-Star CFD [155]

n. S. (Sartorius AG) [2x3BSS, 1xRT6 +
1x3BSS]

Θm, P=V 15 L Fluent [123]

HyPerforma single-use bioreactor and
Dynadrive (Thermo Fisher Scientific
Inc.) [1xRT6 + 1x3BBS, 3xSD + 1xSD]

Θm, P=V, τ 1 L to 50 L Fluent [156]

BIOTECH-5JG (Shanghai Baoxing Bio-
Engineer Equipment Co., Ltd.) [1xRT6]

kLa, Θm 5 L COMSOL
Multiphysics

[157]

n. S. [1x3BSS] kLa, Θm 0:15 m3 to 0:35 m3 CFX [158]

n. S. [4xRT6] kLa, Θm 20 L to 100 m3 Fluent [159]

XcellerexTM XDR-10 (Cytiva) [1xPB3] kLa, Θm 4.5 L to 10 L OpenFOAM,
MixIT

[160]

n. S. [4xRT6] kLa, Θm, P=V 38 L Fluent [161]

kLa, Θm, P=V 3:9 L to 2 m3 M-Star CFD [162]
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6. Conclusions and outlook

CFD is a widely used tool that has played a role in biotechnology for many years
and is constantly gaining in popularity. It can be used to determine classical parame-
ters such as power input, mixing time and oxygen transfer, as well as to carry out
further evaluations with spatial and time resolutions. CFD is also an excellent
approach for determining hydrodynamic stress. However, depending on the

Bioreactor [Configuration] Parameter Working volume Software Reference

Xcellerex XDR-200, 500 and 2000
(Cytiva), Applikon 5 L (Applikon
Biotechnology B.V.) [1xPB3]

n. S. [1xRT6+2x3BSS] kLa, P=V, λk 0:3 m3 Fluent [124]

n. S. [1xRT6, 2xRT6] λk 3 L and 0:3 m3 Fluent [163]

n. S. [1xA310, 1xRT6, 1xPB6] Sedimentation 24 L M-Star CFD [164]

Wave-mixed bioreactors

Wave bioreactor 20/50 (GE Healthcare) kLa 5 L Fluent [88]

ReadyToProcess WAVE 25 bioreactor
(Cytiva)

kLa, P=V, τ 2 L and 20 L OpenFOAM [165]

CELL-tainer Utility (Celltainer Biotech
BV) [with and w/o expansion channels]

kLa, Θm, P=V 0.15 L to 20 L OpenFOAM [44]

n. S. (Wave bag) kLa, Θm, P=V 10 L CFX [27]

Cellbag CB2L and CB20L (Cytiva) Sedimentation,
τ

2 L and 20 L Fluent [166]

Orbitally shaken bioreactors

TubeSpin 50 (Techno Plastic Products
AG)

kLa 10 mL to 50 mL Fluent,
OpenFOAM

[167, 168]

Shake flask (a) kLa 15 mL to 200 mL Fluent, CFX,
OpenFOAM

[87, 168–
170]

TubeSpin 600 (Techno Plastic Products
AG)

kLa 100 mL to 500 mL Fluent [45]

Orbitally shaken bag (Infors AG) kLa 1 L to 10 L OpenFOAM [168]

n. S. (Cylinder) kLa 10 mL to 0:1 m3 Fluent,
OpenFOAM

[171, 172]

n. S. (Cylinder) P=V 10 L to 0:2 m3 OpenFOAM [173]

TubeSpin 50 and 600 (Techno Plastic
Products AG), Optimum Growth flask
500 and 5000 (Thomson Instrument
Company), Shake flask

P=V 10 mL to 3000 mL OpenFOAM [10]

SB10-X (Adolf Kühner AG) kLa, τ 2.5 L to 10 L Fluent [174]

The bioreactors were subdivided according to their power input into stirred, wave-mixed and orbitally shaken systems.
3BEE, 3-Blade elephant ear stirrer; 3BSS, 3-Blade segment stirrer; A310, Hydrofoil A310; MI, Marine impeller; P, Paddle
stirrer; PB, Pitched blade stirrer; RT, Rushton turbine; SD, Special design; ST, Smith turbine; the number after the label
indicates how many stirrer blades were present.

Table 1.
Overview of process characterisations of bioreactors using CFD.
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bioreactor system and parameters, different modelling approaches should be selected
to determine these parameters. Investigations have shown that for bioreactor model-
ling, the Fluent commercial software from Ansys dominates, followed by
OpenFOAM, an open source solution. Very few authors compute on GPUs, however
they still use CPUs. Even tough when used in conjunction with the latest software
solutions, GPUs cost less, use less power and perform faster computations. In spite of
the considerable computing power currently available, phenomena such as turbulence
and gas bubble breakup in industry-relevant simulations, such as bioreactors, are still
approximated using semi-empirical models. In the future, more powerful GPUs or
even quantum processors for QCFD will increase computational power, and methods
like PINN will speed up computations, potentially making it possible to eliminate the
need for these models and perform even more accurate and faster simulations. In the
second part of the series, the methods described here for process engineering charac-
terisation are demonstrated based on real-world examples, using both commercial and
open-source software.
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Chapter 4

Computational Fluid Dynamics for
Advanced Characterisation of
Bioreactors Used in the
Biopharmaceutical Industry –
Part II: Case Studies
Stefan Seidel, Cedric Schirmer, Rüdiger W. Maschke, Lia Rossi,
Regine Eibl and Dieter Eibl

Abstract

The first part of this series on characterisation of bioreactors in the
biopharmaceutical industry using computational fluid dynamics presented a literature
review to illustrate how characterisation can be performed and which process
engineering parameters can be determined using computational fluid dynamics
(CFD). In addition, experimental validation methods were presented, and an
overview of typical hardware and software was also provided. In this second part, a
selection of the authors’ research results will be used to demonstrate how the process
characterisation of mechanically driven bioreactors for the biopharmaceutical
industry can be determined with CFD and then experimentally validated. Three
stirred tank bioreactors with different filling volumes and stirrers were used to
demonstrate power input and oxygen transfer in single- and two-phase simulations.
For wave-mixed and orbitally shaken systems, the fluid flow was transiently simu-
lated and experimentally validated. In addition, the power input was also determined
for both systems.

Keywords: hydrodynamic stress, orbitally shaken bioreactor, particle image
velocimetry, power input, process engineering characterisation, stirred tank reactor,
wave-mixed bioreactor

1. Introduction

Part one of this series showed that process engineering characterisation is essential
for understanding and optimising bioreactors and bioprocesses for the biopharma-
ceutical industry. Process engineering characterisation usually includes determining
the specific power input P=V, hydrodynamic stress τ, mixing time Θm, volumetric
oxygen mass transfer coefficient kLa and, if applicable, the NS1 criterion. Determining

83



these parameters by computational fluid dynamics (CFD) and the experimental
investigation of the parameters, which serves as validation, were both described in
part one. Furthermore, the literature review of 50 publications showed that Ansys
Fluent and OpenFOAM are among the most widely used software solutions for CFD
applications in biotechnology. Using selected, practice-relevant examples from the
authors’ research, the second part of the series now demonstrates how process
engineering characterisation can be carried out using CFD and then be validated with
experimental investigations. The two most frequently used software solutions were
selected for the investigations. In Section 2, the specific power input is determined for
two stirred reactors with different working volumes and stirrer configurations. This
was then validated experimentally by measuring the electric current and the torque,
which were then used to determine the specific power input. The determination of the
kLa value by coupling population balance modelling and CFD is also presented for a
stirred bioreactor and compared with the gassing-out method. In Section 3, the
Flexsafe RM 2 L basic single-use bioreactor bag from Sartorius AG is used to
demonstrate how the specific power input and the hydrodynamic stress in a
wave-mixed bioreactor system can be determined. Particle image velocimetry (PIV)
was used for validation. In Section 4, the influence of the contact angle, which is
material-dependent, on the specific power input in shake flasks is investigated. For
this example, the sickle height was used for validation purposes and compared with
experiments and semiempirical formulas.

2. Stirred bioreactor

In this case study, some of the methodological procedures described in part one of
this series are used to numerically simulate three different stirred bioreactors to
determine the specific power input and the kLa value. The specific power input was
determined for two different stirrers (stirrer diameter of 20 mm and 40 mm)
according to Bauer et al. [1] for a bearing-free, magnetically driven 2 L benchtop
system described by Schirmer et al. [2], based on Levitronix’s levitating impeller
technology using the BPS-i30 drive (Figure 1) to validate the simulations described
below. For this purpose, the torque was calculated using the known motor constant Kt

with 1:13 N cm A�1 using eqs (1) and (2) and the required current for stirring:

M ¼ Kt � I (1)

P=V ¼ 2 � π � n �M
V

(2)

To determine the specific power input using a numerical simulation, the power
input of the stirrer was determined based on the predicted fluid flow (see Figure 1)
and the acting torque. For this purpose, Ansys Fluent was used with the realisable
k-ε-model [3]. Both the vessel walls and the impeller were treated as nonslip
boundaries with standard wall functions and the axial velocity at the fluid surface was
set to zero. The stirrer rotation was implemented using the multiple reference frame
(MRF) method. Discretisation was performed using the first-order upwind scheme
and pressure-velocity coupling using the COUPLED algorithm. The fluid domain was
defined by an unstructured mesh of approximately 8 � 106 tetrahedrons. The specific
power input for the working volumes of 2 L and 4 L was determined for the bacterial
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version of the Minifors 2 (Infors AG) with a total volume of 6 L, using OpenFOAM’s
simpleFoam algorithm, the Gauss upwind scheme, the MRF method, and the k-ε-
model of Launder and Spalding [4]. Discretisation of the fluid domain was performed
with 1:7 � 106 cells (2 L) and 3 � 106 cells (4 L), respectively. Validation of the numer-
ical simulations was performed by determining the specific power input at the same
working volumes using a torque meter to which the shaft and the stirrers were
attached [1, 5, 6].

The results illustrated in Figure 2 show good correlation between the experimen-
tally and numerically determined specific power inputs for both the magnetically
driven system with the BPS-i30 drive and the Minifors 2. With the exception of the
40-mm diameter stirrer in combination with the BPS-i30, all the other configurations
resulted in values > 5 kW m�3, making them suitable for microbial applications.

In contrast to the previous ones shown, which were single phase and steady state,
the oxygen transfer in another 2 L stirred bioreactor (modified HyPerforma glass
bioreactor from Thermo Fisher Scientific Inc.) was determined transiently via a two-
phase Euler-Euler simulation [7] (Figure 3 left). Besides the rotation of the stirrer
which was realised via MRF, the aeration was defined by a gas inlet boundary condi-
tion at the sparger (a gas outlet is defined at the bioreactor lid). The liquid side mass
transfer coefficient kL value can be calculated according to eq. (3) as a function of the
energy dissipation rate (Brüning’s [8] adapted formulation was used for these stud-
ies). The specific interface a can be calculated according to eq. (4) [9]. Thus, the
volumetric oxygen mass transfer coefficient kLa can be determined, by the product of
kL and a. The class method was used to model the gas bubbles and their size distribu-
tion with the population balance modelling approach in this example. 24 gas bubble
size classes were used, which according to our own investigations and literature values
proved to be a good compromise between accuracy and computation time (the com-
putation time increases exponentially as the class number increases) [7, 10, 11]. The
model of Laakkonen et al. [12] with binary bubble breakup was used to model bubble

Figure 1.
Computer-aided design (CAD) geometry of the setup and design of the bearing-free, magnetically driven 2 L
benchtop system based on Levitronix’s levitating impeller technology (left) and numerically derived fluid flow field
with a stirrer diameter of 40 mm (right).
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Figure 2.
Double logarithmic representation of the numerically and experimentally determined specific power inputs of the
magnetically driven system using the BPS-i30 drive with stirrer diameters of 20 mm and 40 mm as well as of the
bacterial version of the Minifors 2 with working volumes of 2 L and 4 L.

Figure 3.
kLa value determination by means of CFD coupled with population balance modelling. CFD simulation of the
aerated and stirred 2 L HyPerforma glass bioreactor (left). The colour map corresponds to the logarithmised
relative gas fraction. The gas flow is visualised using line integral convolution. Temporal variability of the kLa
value determined by CFD simulation and its validation (right). Since the gassing-out method was used for the
validation, no temporal statement about the kLa value is available.
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breakup, and the model of Coulaloglou and Tavlarides [13] was used to model
the coalescence behaviour. A review of the influence of different coalescence and
breakup models can be found in Seidel and Eibl [7]. The interfacial models also have a
significant influence on the predicted specific surface area. Different models were
investigated by Seidel and Eibl [7], with the model of Schiller and Naumann [14]
proving to be the best for calculating the drag force, the model of Tomiyama et al. [15]
for calculating the lift force, and the model of Lamb [16] for calculating the virtual
mass force. Using this model, a kLa value of 14:3� 0:6ð Þ h�1 was determined for a
stirrer speed of 600 rpm and an aeration rate of 0.5 vvm (Figure 3 right). This result
was verified experimentally using the gassing-out method according to the
DECHEMA e.V. Working Group for Single-Use Technology [1, 17]. An eightfold
determination resulted in a measured value of 11:1� 0:2ð Þ h�1. This deviation can be
explained not only by the discretisation error but also much more by the
modelling error. The use of various models, some of which are based on empirical
approximations, can lead to deviations from the experimental investigations. Only the
MRF approach was chosen for the stirrer motion, which is less accurate than the
dynamic mesh approach. Nevertheless, this method is suitable for estimating the kLa
value in stirred systems:

kL ¼ 2ffiffiffi
π

p εν
DO2

ν

� �1
4

(3)

a ¼ Ag

V
¼ 6α

d32
(4)

3. Wave-mixed bioreactor

The rocker-type motion of a wave-mixed bioreactor can be described by a
harmonic oscillation function [18]. This allows the deflection angle φ at time point t to
be predicted by eq. (5), whereby φmax corresponds to the maximum deflection angle
and ω to the angular velocity, which is calculated using the frequency f (eq. 6). The
frequency itself corresponds to the set rocking rate:

φt ¼ φmax � sin ωtð Þ (5)

ω ¼ 2π � f (6)

The motion can be realised with the help of a changing gravity vector g!

(9:81 m s�2) that is decomposed into its x and y components for a given deflection
angle (Figure 4b). Thus, the gravity vector gx and gy can be calculated using eqs (7)
and (8). Choosing a maximum deflection angle of 10∘ and a rocking rate of 25 rpm
leads to the outcomes in (Figure 4c and d):

g!x ¼ g! � sinφt (7)

g!y ¼ g! � cosφt (8)

Another way to mimic the movement of the bag is to rotate or translate the mesh
with a user-defined function according to eq. (9):
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ωt ¼ ω φmax �
π

180

� �
� cos ωtð Þ (9)

Both of the above-mentioned methods for implementing the motion in the
wave-mixed bioreactor were used for simulations of a two-phase air and water system
in a Flexsafe RM 2 L basic single-use bioreactor bag from Sartorius AG (see used CAD
geometry in Figure 4a). The simulation was performed transiently for liquid volumes
of 0.5 L, 1 L, and 1.5 L in Ansys Fluent using velocity-pressure coupling, the SIMPLE
algorithm, and the volume of fluid (VOF) model of Hirt and Nichols [19] with two
Eulerian phases and a mesh consisting of 1:5 � 106 tetrahedrons. A no-slip assumption
was chosen for the walls of the Flexsafe RM. Turbulence modelling was performed
using the k-ω model. To achieve sufficient convergence for this procedure, time steps
of 10�4 s were chosen at the beginning of the simulation.

The CFD simulations were validated by comparing experimentally determined
liquid level (Figures 5 and 6) and PIV measurements (Figure 7) to the simulations.
This showed good qualitative and quantitative congruence of the geometric
expression of the wave along the bag cross section for different volumes, deflection
angles, and rocking rates. The relative deviations remained in the order of magnitude
of less than 10% for all of the simulations, which can be attributed to a slight
temporal offset of the images being compared. This resulted from the fact that, due to

Figure 4.
Representation of a) the 3D-scanned CAD geometry of the Flexsafe RM 2 L basic, b) the decomposition of the
gravity vector into its x and y components at a deflection of φ, c) and d) the decomposition of the gravity vector into
its x and y components over time at a maximum deflection of 10∘ and 25 rpm.
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the large amounts of data generated during the numerical simulations, the simulation
results were only saved every hundredth of a second. As a result, minimal deviations
can occur in the comparisons of the wave characteristics at each full degree, because
results might not always be available for the exact time point. Another cause of slight
deviations is the use of a rigid, 3D-scanned bag shape for the simulations (Figure 4a),
since in reality slight changes in shape can be observed and, depending on how the bag

Figure 5.
Qualitative comparison of the fluid surfaces from the fluid level measurements (top) and the numerical
simulations (bottom) at a) a fluid volume of 0.5 L, a maximum deflection angle of 6∘ at 35 rpm, b) a fluid
volume of 1 L, a maximum deflection angle of 6∘ at 25 rpm, and c) a fluid volume of 1.5 L, a maximum deflection
angle of 10∘ at 25 rpm; all images shown have an instantaneous deflection of 3∘.

Figure 6.
Dimensionless comparison of the fluid surfaces from the level measurements and the numerical simulations with
different motion implementations for a fluid volume of 1 L, a maximum deflection angle of 6∘ and an
instantaneous deflection of 4∘ at 25 rpm; simulation 1 corresponds to the motion implementation by means of
decomposition of the gravity vector into its x and y components; simulation 2 was realised by means of the mesh
motion.

89

Computational Fluid Dynamics for Advanced Characterisation of Bioreactors Used…
DOI: http://dx.doi.org/10.5772/intechopen.109849



is fixed, small folds may also form, neither of which were taken into account in the
simulation [20].

When comparing the results of the different motion implementations, it becomes
clear that only marginal differences occurred between the two simulations (Figure 6).
The relative deviations of the simulations to each other amounted to a maximum of
5%, which can also be attributed to the previously mentioned reasons as well as to the
different mesh handling of Ansys Fluent, since, for example, the change of the mesh
position in the Cartesian coordinate system must be taken into account [21]. Never-
theless, this way of handling the mesh appears to result in significantly shorter com-
putation time when opting for the mesh motion option. Computation times of at least
12 weeks were required to reach quasi-stationary periods for gravity vector decompo-
sition, while the computation time for mesh motion was only 4 weeks. Therefore, the
latter should be considered the method of choice for future simulations. Validation by
means of PIV measurements at specific deflection angles also proved successful. The
planes from the PIV measurements were compared to the same planes from the
simulations, and the velocity profiles along introduced lines were quantitatively com-
pared. Consequently, good agreement can be assumed to indicate that the simulation
results are of high quality. Based on the results, the periodically changing power input
and the mean volume-averaged shear stresses could be determined (example shown in

Figure 7.
Qualitative comparison of the fluid velocities from the PIV measurements (top right) and the results of the CFD
simulation (top left) for 1 L at 10∘ and 25 rpm and a quantitative comparison (bottom) of the velocities along the
introduced line with a distance of 10 mm above the ground at an instantaneous deflection of 5∘; the respective
legends indicate the fluid velocities from 0.0 m s�1 to 0.6 m s�1.
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Figure 8), which with values of up to 250 W m�3 and a maximum of 0:026 N m�2

indicate good conditions for the cultivation of mammalian cells. For this reason, it
comes as no surprise that they are most commonly used for mammalian cell inoculum
production processes in feeding and, more recently, perfusion mode [22–25].

4. Orbitally shaken bioreactor

The process engineering and numerical characterisation of orbitally shaken
systems poses some challenges for the user. First, the system must be defined. There
are different designs of the most common system, the shake flask, be it in shape
(Erlenmeyer, Fernbach, Thomson, etc.), sensor installation, diameter of the flask, the
neck, or in the material (various plastics and borosilicate glass) [26–29]. In addition to
the obvious parameters such as filling height and shaking rate, often neglected
aspects such as the shaking amplitude or the contact angle of the material, which
depends on the material properties (hydrophilic or hydrophobic), have a decisive
influence on the oxygen transfer rate and the power input [30]. This can be explained
by the fact that the power is transferred through the vessel wall into the suspension.
Likewise, the liquid film that forms on the vessel wall plays a decisive role in the
oxygen transfer, as this significantly increases the gas-liquid interface [31]. Finally, in
orbitally shaken systems, effects such as the “out of phase” phenomenon can occur,
whereas unfavourable cultivation parameters can cause an increase in shaking rate
and lead to a decrease in power input, mixing efficiency, and oxygen transfer [32].
Therefore, great care must be taken when choosing simulation parameters and

Figure 8.
Characterisation of the specific power input of the numerical simulations at 1 L, 10∘, and 25 rpm over an entire
period (top) as well as representation of the maximum values of the mean volume-averaged shear stresses over an
interval of one period (bottom).
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validating simulated orbitally shaken systems. In the first example, the numerically
determined fluid motion and the height of the forming sickle are compared with
empirical calculations and experiments (Figure 9). The simulations were performed
using OpenFOAM v9, the VOF method with the interFOAM solver, and the k-ω-SST
turbulence model [34]. The CAD model of the 500 mL shake flask was created
according to the geometry of Corning Inc.. For glass flasks, ISO 1773 and ISO 4797
could be used [35, 36]. The mesh created by snappyHexMesh consisted of 742,680
mesh cells. The simulation was run transiently for 20 s, using mesh motion (rather
than manipulating the force vectors), with a maximum Courant-Friedrichs–Lewy
(CFL) number of 0:9. For experimental validation purposes, a flask filled with phenol
red coloured water was shaken under identical conditions and the liquid movement
was recorded. The calculation was based on an empirical estimation according to
Büchs et al. [33], who developed a system of 16 equations to be solved iteratively, that
allow the maximal fluid height to be derived. The comparison of the maximum
sickle heights showed very good agreement. This was 0.0461 m for the numerical
approach, 0.0475 m for the experimental verification, and 0.0469 m for the empirical
calculation.

Simulations of sickle height and general fluid motion are ideal for performing an
initial verification of the accuracy of a simulation. The second example demonstrates
the influence of the contact angle on the power input in shake flasks. The experimen-
tal determination of the power input in shake flasks has been described for a wide
variety of parameter combinations by Büchs et al. [37, 38]. Glass flasks filled with
water were primarily used, with contact angles between 13∘ and 44∘ being reported in
the literature [39, 40]. Figure 10 compares experimentally measured data from
250 mL shake flasks (25 mL working volume and 25 mm shaker amplitude) to simu-
lations with contact angles ranging from 30∘ to 75∘. Büchs et al. [37] determined

Figure 9.
Simulation (left) and experiment (right) of the fluid flow in a 500 mL shake flask with 150 mL of working
volume at 160 rpm and 25 mm shaking amplitude. The dashed red line indicates the empirically calculated
maximum fluid height according to Büchs et al. [33], which deviates by only 2% from the simulated one.
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specific power inputs from 0:1 kW m�3 to 3 kW m�3, while the results from the
CFD simulations ranged from 0:04 kW m�3 (30∘, 120 rpm) to 4:4 kW m�3 (75∘,
360 rpm). Good agreement between simulation and measurement was shown at a
contact angle of 30∘. With higher contact angles, the power input increased, which
must be taken into account when changing from glass to (single-use) plastic flasks.

5. Conclusions

The first part of the series illustrated how process engineering parameters for
bioreactors used in the biopharmaceutical industry can be determined using CFD and
how they can be validated. Furthermore, it was shown that CFD has become well
established as a tool for characterising bioreactors, and that both hardware and soft-
ware are constantly being improved to speed up the calculations and achieve higher
accuracy. In this part of the series, practical application examples were used to dem-
onstrate that with the appropriate choice of model, process engineering parameters
can be determined to the required degree of accuracy (Table 1). This is independent
of the mechanical drive for stirred, orbitally shaken, and wave-mixed bioreactor
systems. Using different stirred bioreactors, it was possible to show that the calculated
specific power input agrees with both the electrical and the torque measurement
method. In addition, it was also demonstrated that the kLa value in a stirred system
can be calculated in a way that takes coalescence and bubble breakup into consider-
ation, and can be validated with the gassing-out method. Both the free surface and
flow velocities in a wave-mixed system were determined using CFD and validated

Figure 10.
The specific power input for 250 mL shake flasks, which were shaken with an amplitude of 25 mm and different
shaking rates. Different contact angles were investigated by CFD and compared with the experimental data from
Büchs et al. [37].
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experimentally. In addition, the specific power input and the hydrodynamic stress
were also determined for this system. Using the example of shake flasks, it was shown
that the free surface can also be precisely determined for orbitally shaken systems,
with the sickle height of the CFD and experimental validation differing by less than
2%. Furthermore, the influence of the contact angle on the specific power input was
also examined. As shown in this series, CFD is used extensively for the characterisa-
tion of bioreactors and is likely to be used even more in the future.
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Bioreactor Volume Solver Turbulence Mesh in
106 cells

Boundary

OpenFOAM

Minifors 2 2 LaÞ

4 LaÞ
simpleFoamdÞ k-ε 1.7fÞ

3.0fÞ
Wall: no-slip

Surface: symmetry

HyPerforma 2 LbÞ reactingTwo
PaseEulerFoameÞ

k-ε 0.3fÞ Wall: no-slip and
Gas in�/outlet

Shake flask 0.025 LcÞ

0.15 LcÞ
interFoameÞ k-ω-SST 0.09fÞ

0.7fÞ
Wall: contact angle

Fluent

BPS-i30 2 LaÞ COUPLEDdÞ k-ε 8.0gÞ Wall: No-slip
Surface: symmetry

Flexsafe RM 0.5 L to
1.5 LcÞ

SIMPLEeÞ k-ω 1.5gÞ Wall: no-slip

a) single-phase b) two-phase Euler-Euler c) VOF d) steady-state e) transient f) mostly hexahedra g) tetrahedrons

Table 1.
Overview of the investigated bioreactor systems with working volumes, solver used, turbulence models, number,
and type of mesh cells as well as boundary conditions. The systems are divided into OpenFOAM and fluent cases
according to the simulation software used.
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Chapter 5

The Effect of Al2O3 Concentration
in Annular Fuels for a Typical
VVER-1000 Core
Valiyollah Ghazanfari

Abstract

In this study, the effect of Al2O3 with various volume percentages in annular fuels
for a typical VVER-1000 core is investigated. CFD is used to simulate the fuel rod. The
results of the present study are compared with those of other published studies.
Furthermore, the mentioned analytical methods are validated by comparing the final
safety analysis report (FSAR). By comparing the results, it was found that the results
are in good agreement with other studies. The results show that using annular fuel
instead of solid fuel in the core of the reactor will increase the security and efficiency
of the nuclear power plant. By increasing the volumetric concentration of nanofluid
from 0.1 to 0.2, the rate in decrease of the peak temperature in the central fuel
increases from 9% to 13%. Moreover, the clad temperature decreases from 626 K to
620 K (the clad temperature with pure water is 635 K).

Keywords: annular fuel, nanofluid, VVER-1000, heat transfer, coolant

1. Introduction

In recent years, nanofluids in various industries have been considered because of
their ability to improve heat transfer. Nanoparticles are typically used in the form of
nanofluids that consist of nanoparticles and a base fluid. The effective thermal con-
ductivity is increased by the nanoparticles in a nanofluid, which can significantly
improve heat transfer [1]. Today, nanoparticles are present in nearly all science and
engineering branches. Nanofluids are colloidal dispersions of nanometer-sized mate-
rials (stable metals, metal oxides, oxide ceramics, metal carbides, etc.). In particular,
Al2O3 nanofluids have been widely investigated and used due to their high productiv-
ity, higher thermal properties, and stability [2]. Accordingly, many studies have been
done on Al2O3 nanofluids in heat transfer applications [3, 4].

The characteristics of thermophysical for Al2O3 are essential to be examined to find
how Al2O3 nanoparticles influence the heat transfer and hydraulic properties of
nanofluids [5]. Pak and Cho [6] measured the thermophysical characteristics of TiO2

and Al2O3 nanofluids. Viscosity was determined by changing the volume fraction from
1–10%. The results prove that the density and viscosity increase with the volume
fraction. Also, viscosity is approximately independent of the shear rate. Agarwal et al.

99



[7] produced Al2O3 nanoparticles and analyzed thermal conductivity. It is dispersed in
ethylene glycol or water with different concentrations. At a temperature of 1000 C, the
synthesized Al2O3 nanoparticles are primarily stable and improve thermal conductivity.
Kiruba et al. [8] investigated the effect of adding polyethylenimine on the rheological
properties of Al2O3 nanofluids. It was proposed that adding polyethylenimine makes
the viscosity independent of the fluid temperature and improves gel formation. Kumar
et al. [9] investigated the effect of temperature changes (30 C, 40 C, 50 C) on the
thermal conductivity of Al2O3 nanofluid. The results showed that increasing the volume
fraction of nanoparticles in water from 0.01 to 0.08% vol.% improves thermal conduc-
tivity, and with increasing temperature, thermal conductivity is further improved.

In a nuclear reactor, heat is released through fission in the fuel rod. Heat is then
transferred to the cladding through thermal conduction from the fuel surface [10].
From the cladding surface, heat is transferred to the coolant through convection. The
heated coolant is passed to heat exchangers, where steam is generated to operate a
power cycle. Nuclear fuel rods are employed as heat sources. Most nuclear reactors
run on fuel rods containing the uranium-238 and uranium-235 isotopes. Fuel fission
rate and thermal neutron flux affect heat generation in a nuclear reactor. Also, by
changing the mass flow rate of the reactor coolant and the temperature difference
across the core, the thermal power produced by a reactor changes directly [11].
Uranium is usually in the form of pure metal, in a compound such as U02, uranium
oxide, or in the form of an alloy with another metal such as aluminum or zirconium
(in the form of rectangular plates or long cylindrical rods).

Optimal properties of a fuel that must be fissile include high thermal conductivity,
good corrosion resistance, good mechanical resistance at high temperatures, good
corrosion resistance, and a high limiting temperature for operation [12].

The fuel rod surface heat flux is the most critical factor in developing or designing
a new fuel rod because it must be measured as the maximum fuel centerline temper-
ature. As shown in Figure 1, the generated heat in the fuel pellet flows into a coolant
through only one rod surface in the solid-type fuel, whereas the annular fuel has two
surfaces and a dual coolant channel. Thus, the heat generated in the annular fuel can
flow into the inner or outer surface.

The internally and externally cooled annular fuel increases power density in the
standard Westinghouse PWR while keeping or increasing the safety margin [13, 14].
In 2017, the thermal–hydraulic analyses of externally and internally cooled annular
fuel were investigated. This study identified the geometry that allows the largest
possible power density while maintaining or increasing the minimum departure from

Figure 1.
Schematic of solid (left) and annular fuel (right).
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nucleate boiling ratio (MDNBR) margin in current PWRs [15]. The DUO THERM
program investigated the design analysis of a dual-cooled annular fuel. The program
studied pellet and cladding deformations caused by irradiation and power variation to
predict the inner and outer heat fluxes and fuel temperature. Using the DUO THERM
program, the fuel temperature and heat flux were estimated for a reference annular
fuel design. The results showed that the annular fuel heat flux was significantly
influenced by the inner and outer gap conductance behaviors. At zero burnup, the
heat flux of the inner cladding was maximum. Furthermore, the location of maximum
fuel temperature was altered by gap conductance asymmetry [16].

KAERI (Korea Atomic Energy Research Institute) developed a power-uprated
annular fuel reloading. This project aimed to develop annular fuel that can be used in
the current OPR-1000 pressurized water reactor. It was considered a 12 � 12 annular
fuel to evaluate the thermal–hydraulic performance and compared its efficiency
against a 16 � 16 cylindrical fuel assembly. The aim of this study was to evaluate dual-
cooled annular fuel at normal power for OPR-1000 and finally to measure the possi-
bility of 120% core power. The results illustrated that annular fuel has sufficient
margin available on DNB and fuel pellet temperature relative to cylindrical fuel
[17, 18]. Two significant safety coefficients (prompt reactivity and power coeffi-
cients) of a typical PWR were considered for the annular fuel core using the MCNP-5
code. The optimized 13 � 13 arrays performed the calculations for annular configura-
tion [19]. Moreover, an internally and externally cooled annular fuel was simulated
and adapted to a typical VVER-1000 reactor. The results demonstrated that an annu-
lar pin configuration, called annular-8, was suggested based on the fully neutronics
and MDNBR evaluations [20].

One of the main components of a nuclear reactor is the cooling system. The coolant
enters the core at a low temperature and exits at a high temperature after the fission
energy is transferred to it. Heat is then transferred from the high-temperature fluid to
other thermodynamic components, and eventually, electrical power is generated.
High-performance cooling plays a vital role in the efficiency and security of the
nuclear power plant. Consequently, the investigation of the effects of nanofluids has
been one of the important subjects in recent years. Nanofluids have been found to
possess improved thermo-physical properties such as thermal conductivity. Several
studies have shown that nanofluids have great potential for increasing heat transfer
rates in various application cases while incurring either little or no penalty in pressure
drop [21–23].

In an experimental study, it was investigated different volume concentrations of
Al2O3 nanofluid flowing in a horizontal shell and tube heat exchanger. The results
show that the nanofluid’s convective heat transfer coefficient is slightly higher than
the base fluid at the same mass flow rate [24]. Also, the nanofluids were simulated as
the coolant in the VVER-1000 reactor core to analyze thermal–hydraulic performance
using the porous media approach. The results displayed that the temperature of the
coolant increases with the concentration of nanoparticles. Due to nanofluids’ higher
heat transfer coefficient than pure water, the coolant flow rate can be reduced [25].

In the present study, the effect of Al2O3 with various volume percentages in
annular fuels on a typical VVER-1000 core was investigated. The FLUENT 6.3.26 code
is used together with Gambit mesh generation software to model the annular fuels.
The prediction–correction method with a SIMPLEC algorithm is applied to numerical
solutions. The k-ε model is used to consider the turbulence effect. The cosine form of
generated heat in the axial direction of the fuel rod is defined using the User Defined
Function (UDF). Firstly, the simulation accuracy is proved by comparing with other
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studies and the final safety analysis report (FSAR) for the solid fuel with the concen-
tration of nanoparticles. Then, it is simulated annular fuels with various volume
percentages of nanofluid. Finally, the temperature distribution in the fuel, clad, and
coolant with nanoparticles and pure water concentration is presented.

2. Material and methods

It is essential to control the diameter tolerance of annular fuel for actualizing dual
cooled fuel. Therefore, a comprehensive calculation of the optimal dimensions and
array of annular fuel rods for a VVER-1000 is applied based on the moderator to fuel
ratio, fuel rod pitch, and annular heat surface area to reference. Furthermore, some
thermal–hydraulic limitations are considered to achieve a suitable configuration for
the annular fuel rods. The annular-8 configuration is nominated as the most promising
configuration based on fully thermal–hydraulic analysis and neutronic research [19].

There are 163 fuel assemblies in the core of the VVER-1000 reactor. It has been
arranged in a hexagonal lattice with a lattice pitch of 23.6 cm. There are 311 fuel rods,
18 guiding channels for control rods and/or burnable absorber rods (BARs), and a
central channel in each fuel assembly. Figure 2 shows the arrangement of the fuel
assembly [26].

Figure 2.
The arrangement of fuel assembly [14, 15].
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Table 1 presents significant specifications for the core of the VVER-1000 reactor.
The typical layout of a fuel assembly for the annular case with 8 � 8 arrays is

demonstrated in Figure 3. There are 156 fuel rods and 12 guiding channels for control
rods in each fuel assembly [20].

Table 2 shows the details of the designed values of the annular fuel which have
been calculated by Mozafari (2013) [20]. The MNCP5 and COBRA-EN codes were
used to find many neutronics and thermo-hydraulics core parameters.

In the present study, the geometry is drawn with GAMBIT software. GAMBIT
offers a concise and powerful set of solid modeling-based geometry tools. If you
already employ a CAD package, GAMBIT runs both the geometry import and “clean-
up” functions that you’ll require. Top down geometry construction using 3D primi-
tives without the complexity of a full-fledged CAD package allows you to create
geometries fast. Different CFD problems need different mesh types, and GAMBIT
gives you all the options you need in a single package.

In this study, triangular cells are employed to generate the meshes. The number of
computational cells is 1.01 million. Figure 4 displays the quality of the mesh in the
fuel rod.

FLUENT reads the generated mesh using GAMBIT. FLUENT is the world’s largest
commercial Computational Fluid Dynamics (CFD) software. FLUENT is a Green-
Gauss Finite Volume Method with a Cell-Centered formulation. The major point is the
finite volume method (FVM).

Parameter Parameter Value

Core Reference pressure (MPa) 15.7

Reactor thermal power (MWt) 3000

Inlet coolant flow rate (m3/h) 84,800

Inlet coolant enthalpy (kJ/kg) 1290

Coolant temperature at the core inlet (K) 561.15

Fuel assembly Fuel assembly form Hexagonal

Number of fuel assembly in the core 163

Pitch between the assemblies 23.6

Number of fuel rod in the fuel assembly 311

Fuel rod pitch (mm) 12.75

Fuel rod Hole diameter in the fuel pellet (mm) 1.5

Fuel pellet outside diameter (mm) 7.57

Cladding inner diameter (mm) 7.73

Cladding outer diameter (mm) 9.1

Fuel pellet material UO2

Cladding material Alloy Zr + 1% Nb

Fuel pellet density (g/cm3) 10.4–10.7

Table 1.
VVER-1000 reactor specifications [15].
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The same boundary conditions, such as heat flux, outlet pressure, inlet tempera-
ture, and mass flow rate, are considered for nanofluids and pure water. The boundary
conditions for the inlet of the fuel assembly, temperature, T0 = 561 K and profiles of
uniform axial velocity,u0 are set. The non-slip conditions are considered for the fuel
rod wall. The rate of 1.753 kg/m.s is considered for the net flow in the fuel assembly.
Pressure is set at 15.7 MPa during reactor operation.

q ¼ qmax cos πz=Lð Þ is the axial heat-generation distribution, where q, z, and L are
the volumetric heat-generation, the axial length, and the active fuel rod length,
respectively. To define the cosine function, it is written in the C programming lan-
guage and compiled in FLUENT.

The governing equations of the nanofluid for the conservation of mass, momen-
tum, and energy in a steady state are written below [27, 28]:

∇: ρnfV
� �

¼ 0 (1)

Figure 3.
The fuel assembly layout of annular pins and equivalent lattice cell [8].

Type Value

Fuel pellet outside radius (mm) 6.920

Outer cladding outer radius (mm) 7.685

Outer cladding thickness (mm) 0.685

Inner cladding inner radius (mm) 3.906

Inner cladding thickness (mm) 0.685

Outer gap width (mm) 0.08

Inner gap width(mm) 0.08

Predicted pitch (mm) 17.77

Table 2.
Dimensions of the Annular-8 fuel rods [8].
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∇: ρnfVV
� �

¼ �∇pþ ∇:τ (2)

∇: ρnfVe
� �

¼ �∇: knf∇T
� �� ∇: pVð Þ þ ∇: τ:Vð Þ (3)

Where ρ is the density of the nanofluid, V is the velocity vector, p is the pressure, τ
is the stress tensor, e is the specific total energy, and T is the temperature. knf is the
conductivity of the nanofluid.

The CFD is used to solve the denoted Navier–Stokes equations. In this code, the
SIMPLEC (Semi-Implicit Method for Pressure Linked Equations-Consistent) algo-
rithm, a modified form of the SIMPLE algorithm, is used for numerical procedures in
CFD. The algorithm manipulates the same steps as the SIMPLE algorithm with a
minor change in the momentum equations, allowing the SIMPLEC velocity correction
equations to delete fewer important expressions than those deleted in SIMPLE. It tries
to avoid the effects of reducing dropping velocity neighbor correction terms.

3. Thermophysical properties of nanofluid

In this study, it simulated the core of the VVER-1000 reactor with solid and
annular fuel using Al2O3 nanofluid as coolant. Table 3 shows the physical and thermal
properties of this nanoparticle and base fluid [29].

The correlations for density (ρnf), specific heat Cpnf
� �

, viscosity (μnf), and thermal

conductivity (knf ) of the nanofluid can be obtained [28, 30, 31]:

ρnf ¼ 1� φð Þρnf þ φρbf (4)

Cpnf ¼ 1� φð ÞCpbf þ φCpbf (5)

μnf=μbf ¼ 123φ2 þ 7:3φþ 1 (6)

Figure 4.
The quality of mesh in the fuel rod.
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knf=kbf ¼ 4:97φ2 þ 2:72φþ 1 (7)

In this simulation, φ is the volume fraction of nanofluid considered 5,10, 20.
ρbf , Cpbf , μbf , and kbf are density, specific heat, viscosity, and thermal conductivity

of the pure fluid, respectively.

4. Results and discussion

4.1 Validation

The simulation results are presented for a typical VVER-1000 reactor with the
specifications listed in Table 1. To evaluate simulation accuracy, the obtained results
for solid fuel are compared with three other studies. Firstly, the distribution of the
axial coolant temperature with 5 and 10 volume fractions of nanofluid is presented in
Figure 5.

The obtained results are compared with the porous media approaches solved by
Zarifi et al. [25]. In the research of Zarifi, the conservation equations are solved by
numerical methods using visual FORTRAN language; Furthermore, the nanofluids
analysis was compared with an analysis of pure water. Finally, the applied approaches
in the Zarifi study were validated using the COBRA-EN code for pure water [25].

Property C (J/kg K) ρ(kg/m3) k (W/mK) α(m2/s)

water 4179 997.1 0.605 1.47

Al2O3 765 3970 40 1317

Table 3.
Thermo-physical properties of nanoparticles and base fluids [16].

Figure 5.
Axial coolant temperature distribution in the solid fuel [13].
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Second, the distribution of the axial clad temperature in solid fuel with pure water
is compared with the COBRA-EN code that Safaei has used (Figure 6) (In the simu-
lation of Safaei, the COBRA-EN code is improved to make a thermal–hydraulic anal-
ysis for the VVER reactor. To validate it, this calculation is compared with reactor
FSAR and analytical approaches.) [32].

Third, Figure 7 presents the axial fuel temperature with 10 and 20 volume frac-
tions of nanofluid. It is compared with the DRAGON/DONJON code used by
Safarzadeh (In the simulation of Safarzadeh, the DRAGON, DONJON, and a thermal–
hydraulic model are used for the coupled analysis of the nanofluid core. The results
are compared with the final safety analysis report (FSAR).) [33].

Finally, as shown in Figure 8, the axial fuel temperature with pure water
is demonstrated. It is evaluated with the plant’s final safety analysis report
(FSAR) [26].

Figure 6.
Axial clad temperature distribution in the solid fuel [21].

Figure 7.
Axial fuel temperature distribution in the solid fuel [22].
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The comparison of the obtained results showed the calculations were in good
agreement with other studies. Consequently, the accuracy of the validation is
acceptable.

The results showed that due to the increase in heat transfer coefficient by increas-
ing the concentration of Al2O3nanofluid, the coolant temperature increased, and the
central fuel temperature decreased. It is observed that for 10% by volume of
nanoparticles, the difference between the cooling temperature and pure water was
about 21°C and the difference between the fuel temperature was about 26°C. This
study describes the effect of nanofluid on the cooling system’s performance in the
reactor core.

4.2 Results

Here, it is simulated annular fuel with pure water. In annular fuel, heat is trans-
ferred from internal and external surfaces. Figures 9 and 10 present the distribution

Figure 8.
Axial fuel temperature distribution in the solid fuel [15].

Figure 9.
Comparison of axial fuel temperature distribution.
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of the fuel and clad temperature in annular fuel and solid fuel with pure water. As can
be seen, the distribution of temperature would be cosine shaped, which is due to the
cosine shape of the heat generated in the axial direction of the fuel rod.

As can be observed in Figure 9, the maximum value of the fuel temperature in
solid and annular fuel is 1201 K and 1012 K, respectively. As observed, an approxi-
mately 16% reduction in peak temperature at the fuel center was due to the use of
annular fuel instead of solid fuel. As shown in Figure 10, there is a difference of about
26 degrees between the clad temperature in the annular fuel and the solid fuel.

Furthermore, it simulated the annular fuel with nanofluid. Then, it is compared
with pure water. Figures 11 and 12 compare the distribution of the fuel and clad
temperature in annular fuel with 10 and 20 volume nanofluid fractions with pure
water.

Figure 10.
Comparison of axial clad temperature distribution.

Figure 11.
Comparison of axial fuel temperature distribution in the annular fuel.
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As can be seen in Figure 11, the maximum value of the fuel temperature in annular
fuel with pure water is 1012 K, whereas the maximum value of the fuel temperature in
annular fuel with 10 and 20 volume percentages of nanoparticles is 920 K and 885 K,
respectively. It is concluded that by increasing the concentration of the nanofluid
from φ ¼ 0:1 toφ ¼ 0:2, the decreasing peak temperature in the centre of the fuel
changes from 9–13%. Also, Figure 12 illustrates that there is about a 13 degrees
reduction in the clad temperature with nanofluid compared to the clad temperature
with pure water. It was also found that the clad temperature gets closer to the coolant
temperature when the nanofluid concentration increases.

In annular fuel, the maximum fuel temperature is reduced because the heat is
removed from both sides of the fuel rod. Furthermore, as the heat transfer surface
increases, the value of heat flux decreases; thus, it increases the minimum departure
from the nucleate boiling ratio (MDNBR) margin. Finally, by increasing the use of the
annular fuel, the critical heat flux can be increased.

In the steady-state operational condition, the MDNBR is one of the key limitations
of thermal–hydraulic safety. DNBR is calculated from the relation,

DNBR ¼ q}CHF

q}actual
(8)

The nucleate boiling heat flux cannot be increased indefinitely, and it is called the
critical heat flux (CHF) at some value. The reactor core must be designed to keep the
DNBR larger than the minimum allowable value during steady-state operation, nor-
mal operational transients, and anticipated operational occurrences. In annular fuel,
the minimum value of DNBR is 1.97, which is higher than the 1.75 value reported by
the FSAR for the typical VVER-1000. In other words, the maximum actual heat
flux in the annular fuel is 1389.93 kW/m2, while in FSAR, this value is equal to
1570 kW/m2 [15].

According to the description, it was found that by using the nanofluid as a coolant,
the heat generated in the core from the fission reaction in the fuel could be further

Figure 12.
Comparison of axial clad temperature distribution in the annular fuel.
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transferred by the nanofluid. Therefore, safety margins are improved for various
transient accidents and crashes.

As observed in Figure 13 for the annular fuel, the pressure drop changes along the
channel in different concentrations of nanoparticles. It is explained that as the con-
centration of nanofluids increases, the pressure drop increases.

5. Conclusions

This work studied the effect of the using annular fuel rods on thermal–hydraulic
characteristics of a typical VVER-1000 reactor. The results of the annular fuel showed
that the increase in the heated surface improves the margin from the peak tempera-
ture of the fuel to melting. The use of Al2O3 nanofluid as a coolant in the VVER-1000
nuclear reactor is also recommended. The results showed that by improving the heat
transfer coefficient of Al2O3 nanofluid to increase the concentration of Al2O3

nanoparticles, the coolant temperature increases, and the central fuel temperature
decreases. To explain more, there is about 127 K reduction in the maximum value of
fuel temperature in the annular fuel with 20 volume percentages of nanoparticles
compared to pure water. Furthermore, there is about 13 degrees reduction in the clad
temperature with nanofluid compared to the clad temperature with pure water. The
results showed the minimum value of DNBR for annular fuel was 1.97. Finally, it is
determined that the use of nanofluid with annular fuel rods has the best efficiency in a
nuclear reactor. By increasing the heated surfaces in the annular fuel and due to the
higher heat transfer coefficient of nanofluids compared to pure water, the coolant
flow rate can be reduced. As a result, the reactor core can be more compact, and the
plant’s capital cost is reduced.

Figure 13.
Comparison of the core pressure drop in the annular fuel.

111

The Effect of Al2O3 Concentration in Annular Fuels for a Typical VVER-1000 Core
DOI: http://dx.doi.org/10.5772/intechopen.105192



Author details

Valiyollah Ghazanfari
Nuclear Fuel Cycle Research School, Nuclear Science and Technology Research
Institute, Tehran, Iran

*Address all correspondence to: vghazanfary@aeoi.org.ir

© 2022TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

112

Computational Fluid Dynamics – Recent Advances, New Perspectives and Applications



References

[1] Wang Z, Wu Z, Han F, et al.
Experimental comparative evaluation
of a graphene nanofluid coolant in
miniature plate heat exchanger.
International Journal of Thermal
Sciences. 2018;130:148-156

[2] Kim HJ, Lee SH, Lee JH, et al. Effect
of particle shape on suspension stability
and thermal conductivities of water-
based bohemite alumina nanofluids.
Energy. 2015;90:1290-1297

[3] Gupta M, Singh V, Kumar R, et al.
A review on thermophysical properties of
nanofluids and heat transfer applications.
Renewable and Sustainable Energy
Reviews. 2017;74:638-670

[4] Li CH, Peterson GP. Experimental
studies of natural convection heat
transfer of Al2O3/DI water nanoparticle
suspensions (nanofluids). Advances
in Mechanical Engineering. 2010;
2:1-10

[5] Das PK, Islam N, Santra AK, et al.
Experimental investigation of
thermophysical properties of Al2O3-
water nanofluid: Role of surfactants.
Journal of Molecular Liquids. 2017;37:
304-312

[6] Pak BC, Cho YI. 1998. Hydrodynamic
and heat transfer study of dispersed
fluids with submicron metallic oxide
particles. Experimental Heat Transfer.
1998;11:151-170

[7] Agarwal R, Verma K, Agrawal NK,
et al. Sensitivity of thermal conductivity
for Al2O3 nanofluids. Experimental
Thermal and Fluid Science. 2017;80:
19-26

[8] Kiruba R, Vinod S, Zaibudeen AW,
et al. Stability and rheological properties
of hybrid g-Al2O3 nanofluids with

cationic polyelectrolyte additives.
Colloids and Surfaces A. 2018;555:
63-71

[9] Kumar N, Sonawane SS,
Sonawane SH. Experimental study of
thermal conductivity, heat transfer and
friction factor of Al2O3 based nanofluid.
International Communications in Heat
and Mass. 2018;90:1-10

[10] Ghoshdastidar PS. Computer
Simulation of Flow & Heat Transfer.
New Delhi: Tata McGraw Hill. Edt;
1998

[11] Gupta GP. Rajendra Prakash.
Engineering Heat Transfer. New Delhi:
NemChand & Brothers 6th Edt. 1994

[12] Eskandari MR, Bavandi A,
Mihandoost A. Studies on nuclear fuel
rod thermal performance. Energy
Procedia. 2012;14:142-147

[13] KazimiMS. Introduction to the annular
fuel special issue. Nuclear Technology.
Taylor&Francis. 2007;160:1-1

[14] Kazimi MS. High performance fuel
design for next generation PWRs: Final
report. In: MIT-NFC-PR-082.
Massachusetts Institute of Technology.
Center for Advanced Nuclear Energy
Systems. Nuclear Fuel Cycle Program,
MIT; 2006

[15] Feng D, Hejzlar P, Kazimi MS.
Thermal-hydraulic design of high power
density annular fuel in PWRs. Nuclear
Technology. 2007;160:16-44

[16] Shin CH, Chun TH, Oh DS, In WK.
Thermal-hydraulic performance
assessment of dual-cooled annular fuel.
Nuclear Engineering and Design. 2012;
243:291-300

113

The Effect of Al2O3 Concentration in Annular Fuels for a Typical VVER-1000 Core
DOI: http://dx.doi.org/10.5772/intechopen.105192



[17] Yang YS, Shin CH, Chun TH,
Song KW. Evaluation of a dual-
cooled annular fuel heat Split and
temperature distribution. Journal of
Nuclear Science and Technology. 2012;
46:305-353

[18] Yang YS, Bae KM, Shin CH,
Chun TH, Bang JG, Song KW.
Conceptual design of OPR-1000
compatible annular fuel assembly. In:
Proceedings of ICAPP, Nice, France,
May 13–18. 2007. p. 7445

[19] ErfaniNia A, Faghihi F, Hadad K.
Prompt and power reactivity coefficients
for the next generation VVER-1000
reactor including hexagonal assemblies
andannular fuels. Progress in Nuclear
Energy. 2012;61:41-47

[20] Mozafari M, Faghihi F. Design of
annular fuels for a typical VVER-1000
core: Neutronic investigation, pitch
optimization and MDNBR calculation.
Annals of Nuclear Energy. 2013;60:
226-234

[21] Zarifi E, Jahanfarnia G, Veysi F.
Subchannel analysis of nanofluids
application toVVER-1000 reactor.
Chemical Engineering Research and
Design. 2013;91:625-632

[22] Wu C, Cho TJ, Xu J, Lee D, Yang B,
Zachariah MR. Effect of nanoparticle
clustering on the effective thermal
conductivity of concentrated silica
colloids. Physical Review E. 2010;81:
011406

[23] Xuan Y, Roetzel W. Conceptions for
heat transfer correlation of nanofluids.
International Journal of Heat and Mass
Transfer. 2000;43:3701-3707

[24] Albadr J, Tayal S, Alasadi M. Heat
transfer through heat exchanger using
Al2O3 nanofluid at different

concentrations. International Journal of
Multiphase Flow. 2013;35:427-438

[25] Zarifi E, Jahanfarnia G, Veysi F.
Thermal–hydraulic modeling of
nanofluids as the coolant in VVER-1000
reactor core by the porous media
approach. Annals of Nuclear Energy.
2013;51:203-212

[26] FSAR of BNPP-1, 2003. Final Safety
Analysis Report of BNPP-1, 2003.49.
BU.10.0.00. FSAR. RDR001

[27] Bianco V, Chiacchio F, Manca O,
Nardini S. Numerical investigation of
nanofluids forced convection in circular
tubes. Application Thermal Engineering.
2009;29:3632-3642

[28] Velagapudi V, Konijeti RK,
Aduru CS. Empirical correlation to
predict thermophysical and heat transfer
characteristics of nanofluids. Thermal
Science. 2008;12:27-37

[29] Hadad K, Rahimian A,
Nematollahi MR. Numerical study of
single and two-phase models of water/
Al2O3 nanofluid turbulent forced
convection flow in VVER-1000 nuclear
reactor. Annals of Nuclear Energy. 2013;
60:287-294

[30] Maïga SEB, Nguyen CT, Galanis N,
Roy G. Heat transfer behaviors of
nanofluids in a uniformly heated tube.
Superlattices and Microstructures. 2004;
35:543-557

[31] Pak BC, Cho YI. Hydrodynamic and
heat transfer study of dispersed fluids
with submicron metallic oxide particles.
Experimental Heat Transfer. 1998;11:
151-170

[32] SafaeiArshi S, Mirvakili SM,
Faghihi F. Modified COBRA-EN code to
investigate thermal-hydraulic analysis of

114

Computational Fluid Dynamics – Recent Advances, New Perspectives and Applications



the IranianVVER-1000 core. Progress in
Nuclear Energy. 2010;52:589-595

[33] Safarzadeh O, Shirani AS,
Minuchehr F, Saadatian-derakhshandeh
F. Coupled neutronic/thermo-hydraulic
analysis of water/Al2O3 nanofluidsin a
VVER-1000 reactor. Annals of Nuclear
Energy. 2014;65:72-77

115

The Effect of Al2O3 Concentration in Annular Fuels for a Typical VVER-1000 Core
DOI: http://dx.doi.org/10.5772/intechopen.105192





Chapter 6

CFD Applications in Ground
Source Heat Pump System
Yajiao Liu, Junhu Dang, Xiaosen Dai, Hao Luo, Yipeng Wu
and Tiecheng Zhao

Abstract

In ground source heat pump (GSHP) system, computational fluid dynamics (CFD)
is commonly used to conduct simulation analysis of its operating characteristics.
Particularly, ground heat exchanger (GHE) is the most core component of GSHP
system, and the heat transfer characteristics of which with soil around will directly
affect the efficiency of the entire system. Thus, CFD is always applied to predict the
process of heat transfer around GHE and its influence on heat exchange process. In
this chapter, a 3-D numerical model considering dynamic surface condition and initial
soil temperature distribution is developed to investigate the thermal performance of
helix ground heat exchanger (HGHE) on basis of CFD, and the main influencing
factor (inlet water temperature) is studied with the established model. In addition, the
experimental investigation is carried out to verify the accuracy of the model. The
results are of great significance for exploring the application of CFD in GSHP system.

Keywords: CFD, ground source heat pump, heat exchanger, thermal performance,
geothermal energy

1. Introduction

Shallow geothermal energy resource is a kind of renewable resources, mainly
referring to the low-temperature heat energy, also known as geothermal energy, in the
earth’s shallow surface within hundreds of meters (less than 200 m). Different from
the traditional deep geothermal energy, it refers to the stratum thermal energy in the
general layer, the temperature of which is less than 25°C, and its energy mainly comes
from solar radiation and earth gradient warming. Compared with deep geothermal
energy in the traditional sense, shallow geothermal energy is not affected by geological
factors and generally exists in the surface of the earth, with many advantages such as
wide distribution and renewable [1–3].

Due to the low temperature of shallow geothermal energy, which is not easy to be
extracted, it was not used by people in the early years. With the progress of science
and technology and the attention paid to the impact of natural environment, as a
renewable, clean, and huge kind of energy, it has gradually been widely paid attention
to. At present, the shallow geothermal energy is mainly used in the air conditioning
system of buildings. The method is to extract the low-grade underground shallow
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geothermal energy through the GSHP system and make use of it. Figure 1 shows the
schematic diagram of the GSHP system. By burying the GHE underground, it makes
heat exchange with the relatively constant temperature stratum. In winter, it takes the
earth as the high-temperature potential heat source and uses a small amount of high-
grade energy (electric energy) to extract heat from the earth and provides heat for the
user. On the contrary, in summer, it takes the earth as the low-temperature potential
heat source and releases the excess heat of the user into the earth [4–8].

Traditional GSHP system can be divided into two kinds: water source heat pump
technology and soil source heat pump technology. The heat source of the water source
heat pump system is the underground or surface water, and the vast majority of the
water source heat pump system directly extracts underground or surface water, which
is an open system. The soil source heat pump system is a closed system by burying the
GHE in the ground and exchanging heat with the surrounding rock and soil through
the flow of the working medium inside the GHE. Because the underground or surface
water used by water source heat pump system contains microorganisms, calcium and
magnesium ions, and sulfate ions, the scale and blockage always occur in the system,
resulting in poor system stability. At the same time, it is also restricted by
hydrogeological conditions; thus, for the sake of realizing the development and utili-
zation of shallow geothermal energy resources, the soil source heat pump system is
widely used in the project at present.

Figure 1.
Schematic of ground source heat pump system.

Figure 2.
Schematic of ground source heat pump system. (a) Traditional U-type GHE, (b) New-type HGHE.

118

Computational Fluid Dynamics – Recent Advances, New Perspectives and Applications



Buried GHE is the most core component in the GSHP system. As shown in Figure 2a,
the application research of the traditional U-type GHE started earlier and developed more
mature. Therefore, the U type GHE is the most widely used, and most GSHP projects
adopt this type of buried pipe. Compared with the U type GHE, the HGHE is a new type
of geothermal exchanger, as shown in Figure 2b. Because the spiral pipe is arranged along
the cylindrical wall, its heat transfer area and heat transfer amount are large, with low
initial investment, high heat transfer efficiency, and other significant advantages, and
HGHE with its unique advantages has been rapidly developed in recent years, effectively
solving the economic and technical problems of traditional U-type GHE.

Due to the complicated hydrogeological conditions involved in the actual
engineering of GHE, it is difficult to obtain the heat transfer process of buried pipe
by experimental means due to the limitation of the region and testing conditions.
For this reason, scholars around the world have carried out a lot of numerical heat
transfer simulation works on GHE, mainly by using CFD technology to achieve the
simulation research on the heat transfer characteristics and heat transfer process of
buried pipes, for the sake of maximizing the heat transfer efficiency and improving the
overall efficiency of the GSHP system. Angelo Zarrella [9–11] et al. established a
numerical heat transfer model based on U-type and helix GHEs by using the electrical
resistance analysis method. They considered the influence of external environment on
soil boundary conditions and conducted experimental research. The model mainly
considers the convective heat transfer of helical fluid, and the radial and axial heat
conduction of soil and pile foundation, and ignores the heat transfer along the Angle
direction. Salsuwanda Selamat [12] aiming at the design optimization problem of hori-
zontal HGHE, established a three-dimensional numerical model and used CFD software
for simulation calculation to simulate and optimize each parameter. Gyu-Hyun Go et al.
[13] established a three-dimensional numerical model of horizontal HGHE and simu-
lated its heat transfer characteristics. The accuracy of the model was verified through
indoor thermal response experiment. Qiang Zhao et al. [14] established a three-
dimensional unsteady heat transfer model reflecting the heat transfer process of fluid
and soil in the tube for the GHE and used the finite element method to solve and
calculate. Then, the heat transfer characteristics of U-type, W-type, and helix GHEs are
simulated and calculated, respectively. The research shows that the heat transfer effi-
ciency of HGHE is higher than that of other two types of heat exchangers.

In order to further elaborate and introduce the application of CFD technology in the
GSHP system, this chapter takes the new-type HGHE as an example and establishes its
three-dimensional numerical model, which fully considers the external dynamic environ-
mental conditions and initial soil temperature conditions. Then, the ANSYS_FLUENT
software, which is commonly used in CFD technology, is used to simulate and study the
heat transfer characteristics of HGHE under different inlet water temperature conditions.
Finally, the accuracy of the numerical model is verified by experimental means.

2. Description of numerical model

2.1 Physical model

The research object of this chapter is made of polyethylene (PE) pipe, which is
applied in Chongqing, China. The construction process is strictly in accordance with
the relevant requirements of Technical Specifications for Ground Source Heat Pump
System Engineering. And the specific parameters are shown in Table 1.
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Using the Design Modeler module in ANSYS_FLUENT, which is a professional
finite element analysis tool, this work established the geometric model of HGHE.
According to the real size, the surrounding soil was set as a cylinder in the physical
model. And the geometric model is shown in Figure 3a.

Then, the meshing module of ANSYS_FLUENT software is used to divide the grid
of the built geometric model of HGHE. The grid division follows the following prin-
ciples: If the temperature field or velocity field in a certain position and direction has
significant fluctuations, the area should be divided into dense grids. On the contrary,
if the fluctuation of temperature field or velocity field is not obvious, the meshing of
this area can be loosened appropriately. Because the scale of fluid flow and heat
transfer in the spiral buried pipe are small and fluctuate greatly during heat transfer,
the grid of the spiral buried pipe and its nearby soil area are encrypted, as shown in
Figure 3b. The specific grid division is as follows:

1.Hexahedral mesh is selected for mesh division of HGHE. Hexahedral mesh can
reduce the number of elements and improve the convergence speed and analysis
accuracy. Because the flow direction of the circulating medium in the tube
changes at all times, the flow field fluctuates significantly, and local encryption is
carried out during grid division to avoid large inclination angle of the grid in this
area, which will promote the convergence speed and the accuracy of the
calculation results.

2.The soil around the HGHE is hexahedral mesh, in which the area adjacent to the
buried pipe is locally encrypted to avoid large inclination angle of the grid in this
area, which will also promote the convergence speed and the accuracy of the
calculation results.

Parameters Spiral pitch in the
depth direction/m

Diameter/m Height/m Depth of the top of
HGHE from ground

surface/m

Inside
diameter of
coil pipe/m

HGHE 0.08 1.14 2.00 1.00 0.02

Table 1.
Main structural parameters of HGHE.

Figure 3.
Mesh division of physical model of HGHE. (a) Physical model of HGHE. (b) Mesh division of HGHE.
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3.Mesh with higher quality can accelerate the convergence speed, reduce the error
in solving, avoid the divergence of numerical simulation results, and ensure the
accuracy of results. ANSYS_FLUENT software is required to ensure that the
minimum orthogonal quality is greater than 0.1 or the maximum inclination is
less than 0.95. Most of the grids in the model established in this chapter have
good quality, and a few grids with poor quality are in the acceptable range of
ANSYS_FLUENT. Therefore, the grids used for numerical calculation can meet
the requirements of ANSYS_FLUENT.

2.2 Model assumption

To simplify the solution, the following assumptions are made for the numerical
model:

1.The soil around the buried pipe is regarded as an idealized uniform porous
medium, and the thermal physical parameters of the soil remain constant in the
heat transfer process.

2.The solid skeleton of the soil has no deformation, and the inner space is
interconnected, with uniform porosity.

3.The contact thermal resistance between buried pipe and soil is not considered.

4.The influence of soil seepage and water migration is not considered.

5.Ignoring the influence of the HGHE around, the adiabatic boundary conditions
were assumed around the cylindrical soil.

6.The local transient thermal equilibrium state is considered between soil and
buried pipe.

2.3 Governing equations

The soil around the HGHE is regarded as a uniform porous medium, while the flow
state of the medium in the spiral buried pipe is turbulent. Therefore, the governing
equations of fluid flow and heat transfer in pipe and heat transfer of soil are
established respectively.

2.3.1 Governing equations of fluid flow and heat transfer in pipe

Due to the turbulent flow in HGHE, an appropriate turbulence model should be
selected for calculation. The k� ε equations are the most widely used in numerical
computation and engineering applications. They include:

Turbulent kinetic energy equation:

∂ ρkð Þ
∂τ

þ ∂ ρkuið Þ
∂xi

¼ ∂

∂xj
μþ μi

σk

� �
∂k
∂xj

� �
þ Gk þ Gb � ρε� YM þ Sk (1)

Dissipation rate equation:
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∂ ρεð Þ
∂τ

þ ∂ ρεuið Þ
∂xi

¼ ∂

∂xj
μþ μi

σε

� �
∂ε

∂xj

� �
þ C1ε

ε

k
Gk þ C3εGbð Þ � C2ερ

ε2

k
þ Sε (2)

where ρ is the fluid density, kg/m3. τ is the time, s. k, ε respectively represents the
dissipation rate of turbulent kinetic energy and pulsation energy. ui, uj is the hourly
average speed, m/s. μ, μi respectively represent the dynamic viscosity and turbulent
viscosity. Gk is the turbulent kinetic energy generation term caused by average veloc-
ity gradient. Gb is the turbulent kinetic energy generation term. YM is the contribution
of pulsation expansion. C1ε, C2ε, and C3ε are the empirical constants, the values of
which are 1.44, 1.92, and 0.09, respectively. σk, σε are the Pr number, and the values
are 1 and 1.3, respectively. Sk, Sε are the user-defined source entries.

The circulating fluid in the buried pipe is water, which is an incompressible fluid
and ignores the action of gravity. Thus, it can be simplified as:

Turbulent kinetic energy equation:

∂ ρkð Þ
∂t

þ ∂ ρkuið Þ
∂xi

¼ ∂

∂xj
μþ μi

σk

� �
∂k
∂xj

� �
þ Gk � ρε (3)

Dissipation rate equation:

∂ ρεð Þ
∂t

þ ∂ ρεuið Þ
∂xi

¼ ∂

∂xj
μþ μi

σε

� �
∂ε

∂xj

� �
þ ε

k
C1εGk � C2ερεð Þ (4)

Among them, the Prandtl number, turbulent kinetic energy k, and dissipation rate
ε can be automatically calculated by FLUENT software through fluid physical param-
eters and velocity.

The standard k� ε model, mass conservation equation, momentum conservation
equation, and energy conservation equation together constitute the governing equa-
tion of flow and heat transfer, the general form of which is:

∂ ρϕð Þ
∂τ

þ div ρUϕð Þ ¼ div Γϕgradϕ
� �þ Sϕ (5)

where ϕ is the universal variable. Γϕ is the generalized diffusion coefficient. Sϕ is
the generalized source term.

The values of parameters in the general equation are shown in Table 2:

Equation ϕ Γϕ Sϕ

Turbulent kinetic energy equation k μþ μi=σk Gk � ρε

Dissipation rate equation ε μþ μi=σε ε C1εGk � C2ερεð Þ=k
Mass conservation equation 1 0 0

X- momentum conservation equation u η ¼ μþ μi � ∂p
∂x þ ∂

∂x η ∂u
∂x

� �þ ∂

∂y η ∂v
∂x

� �þ ∂

∂z η ∂w
∂x

� �

Y-momentum conservation equation v η ¼ μþ μi � ∂p
∂y þ ∂

∂x η ∂u
∂y

� �
þ ∂

∂y η ∂v
∂y

� �
þ ∂

∂z η ∂w
∂y

� �

Z- momentum conservation equation w η ¼ μþ μi � ∂p
∂z þ ∂

∂x η ∂u
∂z

� �þ ∂

∂y η ∂v
∂z

� �þ ∂

∂z η ∂w
∂z

� �

Energy conservation equation T μ=Pr þ μi=σ 0

Table 2.
The value of each parameter in the general equation.
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2.3.2 Governing equations of heat transfer of soil

The heat transfer process of soil around the spiral buried pipe also follows the
general governing Eq. (5), and the values of its parameters are shown in Table 2.

2.4 Initial and boundary conditions

2.4.1 Upper surface dynamic boundary condition

In this chapter, the data in the Special Meteorological Data Set for the Analysis of the
Thermal Environment of Buildings in China are adopted to simulate the hourly meteo-
rological data of the typical meteorological year of Chongqing, as shown in Figure 4,
and the dynamic boundary conditions of the upper surface are written into
ANSYS_FLUENT software through user-defined function for simulation.

2.4.2 Initial soil temperature condition

Because HGHE is generally shallow buried depth, shallow soil initial temperature
distribution is often uneven due to external influence. Based on this, in order to make
the simulation more suitable to the actual project, this chapter selects the soil temper-
ature distribution of the hottest month in Chongqing as the initial temperature condi-
tion of the simulation, as shown in Figure 5. Also, the initial soil temperature
conditions are written into ANSYS_FLUENT software through user-defined function
for simulation calculation.

2.4.3 Parameter of soil

The research background of this chapter is in Chongqing, China, and the soil type
widely distributed in Chongqing is strongly weathered mudstone, the specific param-
eters of which are determined by experiment, as shown in Table 3.

Figure 4.
Hourly meteorological parameters in Chongqing of the typical year.
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2.5 CFD simulation setup

The HGHE model in this chapter is a three-dimensional model, so the option of 3D
model should be selected on the initiator interface. In the calculation of the three-
dimensional model, ANSYS_FLUENT provides two different calculation methods,
and the two different calculation methods have their own suitable situations. The
calculation method of single precision is rough, but the amount of calculation is
relatively small, and it is applied to the case that the model is regular. The calculation
method of double precision is mainly used for the situation that the length and size of
the fluid domain is large, the fluid domain has more than one part, and each domain is
connected by the small size pipeline with drastic temperature changes and high
thermal conductivity. Therefore, this chapter chooses to use the double-precision
solver to solve the problem.

This chapter mainly simulates the flow characteristics of fluid in HGHE,
which belongs to the range of incompressible flow fluid, so the uncoupled
implicit solution is adopted. Because the heat transfer process in the buried pipe
was ongoing all the time and the data fluctuated within the range, the transient
computing mode was selected. At the same time, the energy equation option
is opened, the k� ε flow model is adopted, and the near-wall function is modified at
the same time.

Figure 5.
Initial soil temperature distribution in the depth direction in the hottest month of Chongqing.

Soil type Strongly weathered mudstone

Density/kg m�3 2503

Specific heat capacity J kg�1 °C�1 1085

Porosity 0.3

Comprehensive thermal conductivity/W m�1 °C�1 1.24

Table 3.
Thermophysical parameters of strongly weathered mudstone.
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3. Simulation results

The HGHE mainly relies on the temperature difference between the fluid in the
pipe and the soil outside the pipe for heat transfer, so the temperature of the fluid in
the pipe will directly affect the heat transfer process of the buried pipe, and the
temperature of the fluid in the pipe is determined by the inlet water temperature.
Therefore, this chapter focuses on studying the influence of different inlet water
temperatures on the heat transfer characteristics of the HGHE and the soil thermal
response. According to the relevant provisions of the specification Water (Ground)
Source Heat Pump Unit (GB/T 19409-2013) and combined with the actual project, four
different inlet water temperatures (32, 35, 38, and 41°C) were selected at equal
intervals to conduct the simulation research. The spiral tube flow rate was 170 L/h,
and the continuous operation was simulated for 120 h. The variation characteristics of
soil temperature field and heat flux per unit pipe length with time were analyzed.

3.1 Heat transfer capacity

Figure 6 shows the change curve of heat transfer capacity of HGHE with time
under different inlet water temperatures. Figure 6a shows the change of outlet water
temperature of HGHE with running time under four different working conditions. It
can be found that outlet water temperature gradually increases with time and finally
reaches the stable state. Corresponding Figure 6b shows the change of heat flux per
unit pipe length with running time under four working conditions. The heat flux per
unit pipe length gradually decreases with the passage of time and finally reaches a
stable state. Both the outlet temperature curve and the heat flux curve have experi-
enced two stages: the dramatic change stage in the initial stage of operation and the
gentle change stage in the later stage. It can be seen that the higher the inlet water
temperature is, the more drastic the change at the early stage of operation. This is
because the higher the inlet water temperature is, the more heat will accumulate near
the spiral pipe in the early stage, which makes the heat exchange resistance of the
spiral pipe greater; thus, the heat exchange per unit pipe length decreases more
dramatically.

Figure 6.
Heat exchange capacity changing with time of different inlet water temperature conditions. (a) Outlet water
temperature changing with time. (b) Heat flux per unit pipe length changing with time.
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In order to more clearly explore the influence of inlet water temperature on the
heat transfer capacity of HGHE, the relationship curves between heat flux per unit
pipe length and inlet water temperature at different times (24, 72, and 120 h) are
made, as shown in Figure 7. It can be seen that under the three moments, the heat flux
per unit pipe length has a linear increasing trend with the increase of the inlet water
temperature. When the heat removal operation reaches 24 h, the heat flux per unit
pipe length of HGHE is 5.63, 7.60, 9.56, and 11.52 W/m, respectively, for the inlet
water temperature of 32, 35, 38, and 41°C. Under the conditions of four different inlet
temperatures (32, 35, 38, and 41°C), the heat flux per unit pipe length of HGHE is
3.83, 5.08, 6.35, and 7.63 W/m, respectively, at the moment of 72 h. When the heat
removal operation reaches 120 h, the heat flux per unit pipe length of HGHE is 3.18,
4.22, 5.23, and 6.23 W/m for the inlet water temperature of 32, 35, 38, and 41°C,
respectively. It is concluded that when the system runs to the late stable state, the
linear increase range of heat flux per unit pipe length of HGHE becomes small with
the inlet water temperature. For example, at the moment of 120 h, the heat flux per
unit pipe length increases only about 0.34W/m when the inlet temperature increases
by 1°C.

3.2 Thermal response of soil

Figure 8 shows the temperature distribution field of half longitudinal sections
under different inlet water temperature conditions. It can be seen from the figure that
the higher the inlet water temperature is, the more obvious the soil heat accumulation
phenomenon near the spiral buried pipe is, and the stronger the thermal interference
effect is. In particular, the temperature of the soil inside the HGHE increases dramat-
ically with the increase of the inlet water temperature, which is mainly due to the
limited volume of soil in the pile. With the progress of the heat removal condition, the
heat discharged from the spiral pipe around HGHE will be transferred to the pile,
resulting in heat accumulation, while the heat inside HGHE can only be discharged
through the upper and lower opening surface. Therefore, the increase of inlet water
temperature means that more heat will accumulate inside HGHE, so the thermal
interference inside the pile is more and more serious, which will also greatly hinder
the improvement of the heat transfer capacity of HGHE. It can also be seen that the

Figure 7.
Heat flux per unit pipe length changing with inlet water temperature.
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increase of inlet water temperature has little influence on the thermal action range of
HGHE, but mainly increases the thermal response temperature of soil within the
thermal action range. Therefore, it shows that increasing the inlet water temperature
of HGHE has no significant effect on improving the heat exchange performance. On
the contrary, it will increase the outlet temperature of HGHE, resulting in higher
condensing temperature and lower the efficiency of the GSHP system.

4. Model validation

In order to further verify the accuracy of the numerical model established in this
chapter, a heat transfer experimental platform corresponding to the HGHE was built,
as shown in Figure 9. The verification experiment was carried out, and the measured
project was compared with the simulated results, through which the verification of
the model could be completed.

Figure 8.
Soil temperature distribution of different inlet water temperature conditions. (a) 32°C, (b) 35°C, (c) 38°C, (d)
41°C.

Figure 9.
Heat transfer experimental system of HGHE.
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As can be seen from the comparison curve of inlet and outlet water temperature in
Figure 10, the numerical simulation results are close to the experimental results, and
the maximum difference is less than the 5% relative error commonly used in engi-
neering. But the simulation results are slightly larger than the test results. In practice,
there may be a series of conditions such as underground water migration, which are
simplified in the model, so there are differences, but the differences are not large,
resulting in the measured outlet temperature that is slightly lower than the simulated
outlet temperature. In general, the operating results of the model are close to the
measured values of the actual project, and the model is basically consistent with the
actual values, indicating that the model is basically correct and has a certain guiding
role for the actual project.

5. Conclusions

This chapter focuses on the application of CFD technology in GSHP system.
Firstly, for the simulation research field of GHE heat transfer characteristics and heat
transfer process, the research progress of scholars from various countries is reviewed.
Then, in order to further elaborate and introduce the application of CFD technology in
GSHP system, the HGHE is taken as an example. Considering the dynamic environ-
ment conditions and the initial soil temperature conditions, the ANSYS_FLUENT
software commonly used in CFD technology was used to simulate and study the heat
transfer characteristics of HGHE under different inlet water temperature conditions,
and the accuracy of the numerical model was verified by experimental means. The
following conclusions are reached through the research:

1.CFD technology can accurately reflect the actual heat transfer process of HGHE,
and it has a certain guiding role for practical engineering.

2.The heat flux per unit pipe length increases linearly with the increase of the inlet
water temperature. When the inlet water temperature of HGHE is low, the heat
exchange of the buried pipe can be increased by increasing the inlet water

Figure 10.
Comparison of simulation and experiment results.
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temperature. However, when the inlet water temperature of HGHE is high,
continuing to increase the inlet water temperature will seriously aggravate the
soil thermal interference near the spiral pipe, which will greatly hinder the heat
transfer process of HGHE. At the same time, too high inlet water temperature
will increase the outlet water temperature, indirectly causing higher
condensation temperature, resulting in lower efficiency of the GSHP system.
Therefore, the thermal interference effect and the condensing temperature of
GSHP system should be comprehensively considered in the actual project, and
the appropriate inlet water temperature of HGHE should be selected.
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Appendices and nomenclature

T temperature (°C)
x, y, z three-dimensional direction (m)
ui, uj hourly average speed (m s�1)
μ, μi dynamic viscosity and turbulent viscosity
Gk turbulent kinetic energy generation term caused by average

velocity gradient
Gb turbulent kinetic energy generation term
YM contribution of pulsation expansion
C1ε, C2ε, C3ε empirical constant, the values of which are 1.44, 1.92 and 0.09

respectively
Sk, Sε user-defined source entries
ϕ universal variable
Γϕ generalized diffusion coefficient
Sϕ generalized source term
Greek symbols
ρ density (kg m�3)
τ time (s)
k, ε dissipation rate of turbulent kinetic energy and pulsation energy
σk, σε Pr number, and the values are 1 and 1.3 respectively
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Chapter 7

Application of CFD to Prediction of
Heat Exchanger Temperature and
Indoor Airflow Control Simulation
in Room Air Conditioner
Development
Hajime Ikeda, Akinori Sakabe, Shingo Hamada,
Mitsuhiro Shirota and Takashi Kobayashi

Abstract

In the development of room air conditioners, repeated experiments are conducted
to improve product performance. In experiments, temperatures, and air velocities,
however, the number and locations of sensors that can be installed in experiments are
limited, and it is difficult to estimate the background of a phenomenon based on
experimental data alone. Therefore, in design practice, we utilize quantitative verifi-
cation by CFD in addition to experimental analysis. In this chapter, we describe two
CFD models. The first model is a heat exchanger model of an indoor unit that has a
cross-flow fan and a heat exchanger. This model is coupled with CFD model and one-
dimensional refrigerant flow circuit model. This calculates airflow velocity, tempera-
ture, refrigerant flow pressure, and enthalpy. The second model is an indoor airflow
model of a room. The room air conditioner can control the temperature and the
velocity distribution of airflow in a room, which influences user thermal comfort by
controlling the direction, temperature, and volume of airflow by using the indoor unit
outlet. This model can predict airflow velocity and temperature in a room.

Keywords: HVAC, room air conditioner, heat exchanger, refrigeration circuit, indoor
airflow

1. Introduction

Wall-mounted room air conditioners were invented in Japan and spread mainly as
standard household air conditioners in East Asia. These are split-type air conditioners
where the indoor and outdoor units are separate. The indoor unit uses a cross-flow
fan, which reduces the depth and length of the unit and allows it to be mounted on a
wall. The ability to install the air conditioner on the wall has the advantage of reducing
the floor space required for installation. Design problems in indoor units are (1) the
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fin-and-tube heat exchanger design and (2) the airflow control. In the following
sections, we introduce two numerical models for development of indoor units.

1.1 Fin-and-tube heat exchanger model

Figure 1a is a photo of an indoor unit Figure 1b illustrates a sectional view of the
internal structure of the indoor unit. The indoor unit consists of three parts: the fin-
and-tubes heat exchanger, the cross-flow fan, and the vanes. The internal airflow field
pattern can be explained with a two-dimensional sectional view [1, 2]. The fan sup-
plies air for the heat exchanger from the air inlet, the heat exchanger raises the air
temperature, and then the vanes control the airflow direction, which enhance the air
conditioner’s thermal comfort and energy-saving performance.

The fin-and-tube heat exchanger consists of refrigerant tubes inserted into fins.
Each tube can be connected with a U-shaped bent tube to form a refrigerant flow
circuit with an inlet and outlet for the refrigerant flow (Figure 1c). A refrigerant flow
circuit has a refrigerant inlet and outlet, and the single continuous tube connecting
each is called the “path.”

An important improvement for heat exchanger performance is to investigate the
air and refrigerant flow in the heat exchanger, identify areas that are causing energy
losses that do not contribute to heat exchange between the air and refrigerant flow,
and improve those areas.

A main objective of the fin-and-tube heat exchanger model development is to
quantify the refrigerant flow state such as pressure, enthalpy, and temperature in
wall-mounted indoor unit heat exchangers, especially those units equipped with
cross-flow fans.

In previous research papers [3, 4], the heat exchanger was modeled as a straight-
forward shape (Figure 2a). The velocity and direction of the airflow in the heat
exchanger were assumed to be unchanged, so that the airflow volume distribution was
given in the first row of the tube array and the second and third rows were simply the
same as the distribution in the first row. These assumptions allow us to solve for
enthalpy of refrigerant flow, pressure, mass flow rate, and heat transfer between the
refrigerant flow and air, even when the heat exchanger has multiple paths connected
by a distributor device. The previous study [5, 6] developed indoor unit CFD models,
which can predict fin pressure loss and heat transfer of fins. These models do not
include refrigerant flow calculation, therefore, the transition between the pressure
and entropy values from the refrigerant pipe inlet to the outlet in the path design was
unknown. The previous study [7] developed an inclined heat exchanger CFD model

Figure 1.
Indoor unit: (a) a photo of an indoor unit, (b) internal structure of indoor unit, and (c) a structure of heat
exchanger.
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and calculate airflow distribution. It incorporates air flow distribution to refrigerant
circuit calculation model, however, this model can reflect indoor unit heat exchanger.

The heat exchanger actually used in the indoor unit is not a straight type but a
folded type (Figure 2b) and airflow streamline is not a straight but curved form
(Figure 2c). Since airflow does not flow straight through the first row of tube arrays,
it is difficult to determine the air flow rate distribution input to the heat exchanger.
Furthermore, the airflow volume distribution in the first row of the tube array is not
the same as the tube array in the other rows of the actual heat exchanger, as assumed
in previous research papers. Our numerical model is coupled with CFD for air-side
calculations and with the one-dimensional refrigerant flow circuit model for
refrigerant-side calculations. This CFD model reflects an airflow distribution in the
fins and can calculate the pressure and entropy values of the refrigerant flow.

1.2 Indoor airflow model

Figure 3 shows an example of indoor airflow control. A wall-mounted air condi-
tioner was installed on the wall and positioned to blow warm air from a high position
in the room. The distance of the blowing air can be varied by controlling the fan
speed, heat exchanger temperature, and vane angle. Figure 3a is a schematic diagram
of short circulation control. The red line represents the airflow moving away from the
indoor unit, and the blue line represents the airflow approaching the indoor unit. For
explanation, we refer to the red line airflow as the blowing airflow and the blue line
airflow as suction airflow. When the vanes are angled upward, the airflow is directed
upward. In the heating mode, the temperature of blowing airflow is higher than the air
temperature in the room. The blowing airflow floats upward because a buoyant force

Figure 3.
Indoor airflow control: (a) short airflow circulation and (b) long airflow circulation.

Figure 2.
Heat exchanger modeling: (a) a schematic of previous research model [3, 4], (b) an indoor unit of fin-and-tube
heat exchanger, and (c) streamline of indoor unit heat exchanger.

135

Application of CFD to Prediction of Heat Exchanger Temperature and Indoor Airflow Control…
DOI: http://dx.doi.org/10.5772/intechopen.110076



works. The airflow circulates near the indoor unit, and the reach of the airflow of the
tip is short.

Figure 3b shows a schematic diagram of long circulation control. When the vane is
angled down, the airflow is directed downward. Because the suction force is weak,
blowing airflow tends to travel farther from the indoor unit and has a long circulatory
path.

The airflow control is a technology that sends hot or cold air to various positions.
To improve energy-saving performance and comfort, it is optimal to control airflow
factors, for example, by avoiding airflow to areas of the room where the user is not
present and selectively applying more airflow to body parts that contribute signifi-
cantly to comfort, such as the feet [8].

If such airflow control can be simulated numerically, the work required for testing
the actual equipment can be reduced. The objective of developing indoor airflow
model is to replace testing with numerical calculations and to quantitatively evaluate
wind velocity and temperature distributions, which are difficult to measure in testing.

Although there have been many studies using CFD in indoor airflow [9], few
studies have dealt with split-type air conditioners. Casado et al. [10] verified the
airflow temperature distribution using a split-type air conditioner. In this study, the
vane angle was fixed. The case where the vane angle and wind direction are varied is
verified by Lee S et al. [11]. The numerical model was validated using experimental
data under isothermal conditions by varying the vane angle and wind direction. The
numerical model was validated using experimental data under non-isothermal condi-
tions with varying vane angles and airflow directions. Experimental data under non-
isothermal conditions were used to validate the numerical model. Temperature distri-
butions were obtained when the air conditioner was operated in heating mode and the
vane angle and airflow rate were varied.

2. Fin and tube heat exchanger model

2.1 Numerical model

Our numerical model couples with CFD for air-side calculations and with the one-
dimensional refrigerant circuit model for refrigerant-side calculations. The air-side
model consist of two CFD models. The first model calculates airflow velocity and
pressure by solving an unsteady Reynolds-averaged Navier–Stokes (RANS) equation
model. The second model calculates airflow temperature and amount of heat
exchange of each tube by using first model calculation result. This model solves a
steady heat conductivity equation where the airflow velocity field calculation result is
fixed. The refrigerant flow side model can calculate refrigerant flow pressure,
enthalpy, and flow rates on each tube by using circuit model of a heat exchanger path.
This model inputs heat of tubes from the air-side model result. Table 1 denotes the
input and output relationship of these models.

2.1.1 Air-side model

A commercial CFD software, SCRYU/Tetra (CRADLE 2018) [12], was used for air-
side models. Two air-side CFD models, airflow model, and heat conductivity model use
same CFD mesh. Figure 4 shows the CFD mesh of the overall heat exchanger and the
cross-flow fan, and Figure 4b shows the fin surface mesh. This mesh consists of a
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stationary region mesh and a rotating region mesh. For rotating region, we created 0.25
mm to 0.50 mm tetrahedral meshes. Four prism meshes of 0.1 mm are inserted along
the fan surface. Arbitrary Lagrangian Euler (ALE) method is adopted for fan rotating
calculation. A tetrahedral unstructured mesh size was 0.25 mm to 50 mm and further
prism layers were inserted along the walls. For fin walls, tetrahedral mesh size is 0.25
mm and 0.1 mm; two prism layers were inserted along the walls. Actual typical indoor
unit heat exchanger width is 666 mmm and has about 555 fins. In order to limit the
number of meshes and perform calculations efficiently within our computational
resource, we designed our numerical model to have width of 6.0 mm and five fins.
Previous research papers [2, 5] used two dimensional CFD model for simulating cross-
flow fan airflow pattern.We used thin CFDmodel (6.0 mmwidthmodel) that models a
the cross-sectional view at a representative position. For the thin width, this model
airflow pattern is two dimensional. However, the actual indoor unit has filters and unit
ribs that block the airflow at some positions. The cross-sectional view of the indoor unit
has different shapes in different positions and, therefore, airflow patterns are different
at these positions. When calculating the amount of heat exchange for each tube, the
results are multiplied by 100.0, which is an adjusted constant to consider the influence
of some different shapes of cross-sectional view of the actual unit.

2.1.2 Refrigerant flow-side model

We constructed a circuit model, which is made of node elements and tube ele-
ments to solve refrigerant flow state (Figure 5a). The node element preserves

Model Method Inputs Outputs

Air-side model CFD (airflow) Fan rotate speed Velocity and
pressure

CFD (heat conductivity) Temperature of
tubes

Heat of tubes

Refrigerant flow-side
model

One-dimensional circuit
model

heat of tubes temperature of tubes

Table 1.
Fin-and-tube heat exchanger model.

Figure 4.
Mesh of indoor unit: (a) internal of indoor unit and (b) fins and tubes. Tube walls are boundary condition regions
of CFD (heat conductivity) model, which can be set to temperature from the result of refrigerant flow-side model.
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refrigerant flow temperature T (°C), enthalpy H (kJ/kg), and pressure P (Pa). The
tube element is connected to two node elements. It preserves the tube length l (m),
tube inner diameter ϕ (m), the refrigerant flow rate G (kg/s), the amount of heat
transfer between refrigerant flow and the air qair (W), and tube wall temperature
Ttube. The distributor can be modeled with more than three node elements with tube
elements. Figure 5b shows the relationship of the node and tube elements, indicated
by the two nodes: Node (i) and Node (j), the tube elements connecting with Node (i)
and Node (j) represented by Tube (ij).

Let Pi be the element pressure of Node (i), Ti be the temperature, and Hi be the
enthalpy. The difference of Node (i) pressure Pi and Node (j) pressure Pj can be

written by using the function ΔP Gij,ϕij, lij
� �

, which calculates pressure loss from the

Tube (ij) refrigerant flow rate Gij using Blasius equation and Lockhart-Martinelli

correlation [3]. The relationship of Pi, Pj, and ΔP Gij,ϕij, lij
� �

is as in Eq. (1).

Pi � Pj ¼ ΔP G,ϕ, lð Þ (1)

The relationship of the connecting node elements Node (i) and Node (j), enthalpy
Hi, Hj, and Gij is shown in Eq. (2).

Hi �Hj ¼ qair,ij=Gi,j (2)

Suppose that the refrigeration circuit reaches the steady state, at any node element
Node (j), the total refrigerant flow rate is equal to 0 (kg/s).

X
j¼1

Gi,j ¼ 0 (3)

Eq. (1) is the momentum conservation equation, Eq. (2) is the energy conservation
equation, and Eq. (3) is the mass conservation equation.

Assuming that the number of node elements is n and the number of tube elements
ism, the number of unknown variables is n each for Pi andHi, andm for Gij, for a total
unknown variable is 2nþm. The number of equations is n for each of Eqs. (2) and (3),
and m for Eq. (3), for a total number of equations is 2nþm. Since the number of
unknown variables and the number of equations are equal, the value of the unknown

Figure 5.
Refrigerant flow circuit model: (a) arrangement of node and tube elements in the heat exchanger and
(b) a relationship of the node and tube elements.

138

Computational Fluid Dynamics – Recent Advances, New Perspectives and Applications



variable can be uniquely determined from equations Eq. (1), (2), and (3). Figure 6 is a
heat exchanger calculation flowchart. We can obtain refrigerant flow Pi (Pa) and
enthalpy Hi kJ/kg for all node elements.

We can calculate temperature of node elements Ti from Pi and Hi by using refrig-
erant property database REFPROP [13]. We introduce the refrigerant flow tempera-
ture of Tubeij element as Tref ¼ Ti þ Tj

� �
=2 (°C). We can then calculate wall

temperature Ttube,ij from the heat transfer rate of tube αij (W/m2K), tube surface Sij
(m2), tube wall thickness t (m), and tube wall heat conductivity (W/m2K) as follows:

Ttube,ij ¼ Tref þ 1
αijsij

þ t
λ

� ��1

qair,ij (4)

2.1.3 Coupling calculation

Figure 7 is a flowchart of coupling calculation. Initially, the air-side CFD (airflow)
is performed once. Then each tube wall temperature Ttube,ij is assumed as the initial
condition and CFD (heat conductivity) process is performed. This CFD (heat con-
ductivity) process outputs each tube qair,ij. Third, the refrigeration circuit simulation
process calculates the refrigerant flow state using qair,ij and outputs Ttube,ij, which are
different from the CFD initial condition Ttube,ij. The second and third process is an
iterative loop processes.

In the previous research [5], it was necessary to fix the temperature of the tubes
Ttube,iji to perform the CFD (heat conductivity). In addition, it was not possible to
calculate refrigerant enthalpy. In this coupled calculation, the heat transfer from the
air to the refrigerant flow is the same value (qair,ij) for both the air-side and refrigerant
flow calculations. This makes it possible to calculate the refrigerant enthalpy at the
same time the temperature of tubes is calculated iteratively.

Figure 6.
Flowchart of refrigerant flow circuit model.
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2.2 Result

The coupled calculations were verified using measured data from an actual room
air conditioner in heating operation. The heat exchanger has six paths upstream of the
refrigerant circuit, four paths in the midstream using a distributor, and two paths
further downstream.

Table 2 is comparison of experimental and numerical data of air-side CFD model.
Air flow volume rate is from the air-side CFD (airflow) result and heat capacity value
is from the air-side CFD (heat conductivity). Amount of heat capacity of CFD is 4%
larger than experimental.

Figure 8a and b show the air-side CFD (heat conductivity) result at the third run.
Figure 8a is the airflow velocity contour plot, and Figure 8b is the airflow tempera-
ture contour plot. The value of the airflow velocity entering the heat exchanger is
between 3.0 (m/s) and 4.0 (m/s) at the most area. There are areas where the airflow
velocity is lower than 1.0 (m/s), such as at the front bended area and at the part of
back of the heat exchanger. Previous research papers [3, 4] assume that the direction
of airflow enters vertically into the front of the heat exchanger and direction are not
changed, but calculation result shows airflow enter the front of the heat exchanger at
various angles and that the direction changes inside the fins.

The air temperature distribution can be roughly classified into three areas. The area
with a temperature near 20 °C is the airflow flowing into the inlet of the indoor unit.

Figure 7.
Flowchart of coupled simulation.

Fan rotation speed (rpm) Volume rate (m3/min) Capacity (W)

Experimental 1555 (1.00) 22.2 (1.00) 8000 (1.00)

Numerical model 1550 (0.997) 21.6 (1.03) 8033 (1.04)

Table 2.
Air-side CFD result.
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Since the temperature of the refrigerant state is 20 °C in the liquid phase, the tempera-
ture of the airflow passing through the tubes at the top of the heat exchanger, which is
in the liquid phase, is around 20 °C. The temperature of the refrigerant state in the two-
phase flow is approximately 40 °C. The temperature of the airflow passing through the
tubes in the two-phase flow section rises as it exchanges heat with the refrigerant. The
tubes of the downwind side of the heat exchanger flow refrigerant vapor phase state,
and the temperature of the pipes in the vapor phase exceeds 45 °C. The temperature of
the airflow passing through these tubes is above 45 °C.

Figure 9 shows the fin surface temperature, focusing on the part of the fin where
conductivity occurs between the vapor phase flow tubes (high temperature) and
vapor/liquid phase tube (low temperature). A role of a heat exchanger is a heat
exchange function between air and refrigerant. If the temperature difference in the
refrigerant piping is large, heat exchange occurs between the refrigerant tubes. In
this case, some tubes do not contribute to improved heat capacity, which is called
“fin conductivity [4].” These models use fine fin mesh and can calculate heat transfer
via fins.

Figure 10 shows the result of the refrigeration circuit model calculation using
pressure and enthalpy plotted for node elements (p-h diagram). The refrigeration
circuit consists of 12 paths. There are two refrigerant inlets, a distributor device, and
four outlets. In the heating mode, the enthalpy of refrigerant flow decreases from the
refrigerant flow inlet to the outlet because of heat transfer between the refrigerant and

Figure 8.
Result of air-side CFD calculation: (a) airflow velocity contour plot; (b) airflow temperature contour plot.

Figure 9.
Fin conductivity: (a) CFD result of fin surface temperature and (b) schematic illustration.
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the airflow. This result shows that our numerical model can quantify the energy loss
due to fin conductivity.

3. Indoor airflow

3.1 Airflow temperature measurement test room

An airflow temperature measurement test room was used to develop the indoor
airflow control model. This test room is constructed with wooden walls, windows, and
doors that mimic a room in a Japanese wooden house. The outside air temperature in
this room can be controlled by an air conditioning system. This room is equipped with
thermocouples, which can measure indoor airflow temperature distribution. Figure 11
shows the layout of this room and the arrangement of the thermocouples. The air
temperature was acquired using a test room with thermocouples taken down from the
ceiling. As shown on the right of Figure 11, the temperature distribution of the airflow
can be visualized by interpolating the temperature in the space without thermocou-
ples through heat conduction calculations.

3.2 Numerical model

3.2.1 Model development

Figure 12 shows how the mesh of the computational model is created. We simpli-
fied indoor unit cross-flow fans and vanes to an inlet boundary condition and indoor

Figure 10.
A p-h diagram of refrigerant flow in the heat exchanger for each of 12 paths. Dots represent pressure and enthalpy
values of node elements of tubes. Each path consists of 6 to 8 tubes. The distributor divides these paths into upstream
side and downstream side. Paths 1 through 6 are upstream paths, and paths 11 through 12 are downstream paths.
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unit inlet to outlet boundary condition. The boundary conditions for the inlet surface
are (1) airflow volume rate, (2) airflow angle, and (3) airflow temperature. The walls,
windows, and doors of the test room have small gaps through which drafts can enter
and heat can leak out. It is difficult to model heat leakage from a draft numerically
because air gap locations are unknown. Therefore, the initial temperature of the wall
was set lower than the room temperature to model the heat leakage by the air gaps.
The outer surface of the walls was set to the boundary condition of the outside air
temperature in the experiment.

3.2.2 Buyoyant modeling

We use unsteady RANS model for indoor airflow control model. The governing
equations were discretized by the finite volume method and solved using the
SIMPLEC method. We used commercial CFD Code SCRYU/Tetra [12] for the calcu-
lation. To realize a rotating fan turbulence flow, the inlet condition was also given
turbulence kinetic energy of 10 (m2/s2) and turbulence dissipation of turbulent kinetic
energy of 0.1 (m2/s2). These values were obtained from the result of previous air-side

Figure 11.
Schematic diagram of the thermocouple arrangement. The test room is 3.6 (m) deep by 7.2 (m) high by 2.4 (m)
wide. Thermocouples are suspended from the ceiling of the test chamber, and thermocouples are placed at intervals
of 0.05 to 0.4 (m). A total of 1134 thermocouples were installed in a layout of nine thermocouples in the x
direction, 18 in the y direction, and seven pointing in the z direction (height).

Figure 12.
CFD mesh. This mesh consists of a room space, walls, windows, and a door. The room space is the indoor airflow
environment, and wall indicates the floor, ceiling, and front, back, left side, and right side walls. The room air
conditioner was installed on a back side wall. Outer surfaces of walls can set outside temperature as the boundary
condition.
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CFD calculations. The blowing airflow from air outlet is acted as buoyant force, so that
the Boussinesq approximation was used for buoyancy force as a momentum conser-
vation equation.

To evaluate the influence of the turbulence model difference, we performed an
experiment and two RANS model calculations. One model is linear RANS (standard k-
epsilon model) and the other is used nonlinear RANS [14]. Figure 13 shows the results
of an experiment and two calculations. The experimental result and calculation of the
nonlinear turbulence model for temperature distribution show the long warm air
region in a horizontal direction. Otherwise, linear turbulence model shows a vertical
long hot air region. The standard k-epsilon model is isotropic turbulence and the
Reynolds stresses act equally in all three directions in three-dimensional space. Since
buoyancy forces act only in the vertical direction, they cannot be reproduced by an
isotropic model. Therefore, we consider that the anisotropic model is closer to the
experimental temperature distribution than the isotropic model. We selected a
nonlinear turbulence model for investigating the influence of the buoyancy force.

Table 3 is specification of CFD for our indoor air-control model.

3.3 Experiment

We performed three experiments and calculations using the same control param-
eter conditions. Table 4 lists the airflow control parameters of (1) angle (°), (2)

Figure 13.
Temperature distribution. We measured 54 points of air temperature at 0.4 (m) in front of the air conditioner and
compared two RANS models.

Items Contents

Turbulence
model

Nonlinear RANS [14]

Buoyancy
model

Boussinesq approximation

Scheme SIMPLEC method

Time step The time step is variable and the coolant number is fixed at 3.0.

Inlet condition (1) Airflow volume rate, (2) airflow angle, and (3) airflow temperature are set for air-
outlet region.

Outlet
condition

Same value of airflow volume rate of inlet condition for the air inlet region.

Table 3.
Specification of CFD.
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volume rate (m3/min), and (3) temperature (°C). Angle is defined as the measure-
ment between the horizontal line and the airflow direction.

3.4 Result

In the experiment of Table 4, tests (A) and (B) resulted in short airflow circula-
tion. Test (C) resulted in long airflow circulation. We compared the tip of blowing
airflow to verify the numerical results.

3.4.1 Short airflow circulation control

Figure 14 compares the airflow tips of tests (A) and (B) with the temperature
contour plots at the center of the room. The calculated results are 180 seconds after
the initial condition for both (A) and (B). The initial temperature of the indoor air was
set to 24 °C and the initial temperature of the wall was 24 °C. Under the conditions of
test (A), the blowing airflow floated in the center of the room and did not reach the
floor in both experiments and values. However, the distance traveled by the tip of the
blowing airflow was different (experimental, 3.6 m; numerical, 2.0 m). Under test (B)
conditions, both experimental and numerical airflows contacted the floor; moreover,
the distance of the tip of both experimental and numerical airflows was 3.6 (m).

Items Test (A) Test (B) Test (C)

Vane angle (°) 50 50 70

Volume rate (m3/min 10.7 14.2 12.3

Temperature (°C) 47.2 42.0 45.5

Table 4.
Specification of CFD. Boundary condition for air outlet.

Figure 14.
Indoor airflow experiment and calculation. Comparison of test (A): Both experimental and numerical blowing
warm airflow floated in the middle of the room, but the distance traveled by the tip of warm airflow was different.
Comparison of test (B): Both experimental and numerical airflow touched the floor.
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3.4.2 Long airflow circulation control

Figure 15 shows the results with test (C) conditions. Figure 15a visualized mea-
sured temperature by experimental thermocouples position. Figure 15b is the numer-
ical simulation result of test (C) condition. The initial temperature of the room air was
20 °C, and the initial temperature of the walls was 10 °C. The contour plot is 180 sec-
onds after the initial condition. Under the test (C) conditions, the both experimental
and numerical results were such that the blowing airflow reached the floor and the tip
of the blowing airflow reached the wall opposite where the room air conditioner was
installed.

Figure 16 is three-dimensional isosurface of temperature at 26 °C. In the experi-
ment, the temperature isosurface of 26 °C is limited to the floor, but in the calculation,
it reaches the opposite side of the wall where the air conditioner is installed and the
isosurface of 26 °C covers the half of the ceiling. In this model, the amount of heat
leakage is simulated by using the initial temperature of the room walls as a parameter.
This method can adjust the heat balance between the room air and the room walls, but
it cannot simulate the airflow from air gaps. In test (C), blowing airflow travels along
walls, such as floor and ceiling surfaces. The area where airflow flows along the wall
surface in test (C) is larger than that of tests (A) and (B). It is possible that the airflow
gaps on the wall surfaces in the test (C) are larger than in tests (A) and (B).

The positions of the arrival of the blowing airflow could be predicted by the
calculation model, but the absolute values of the temperature distribution differed
between the calculations and experiments.

Figure 15.
Indoor airflow experiment. Comparison of test (A): Both experimental and numerical blowing warm airflow
reached the back wall of the room.

Figure 16.
Indoor airflow experiment and calculation of test (C). The temperature of isosurface is plotted at 26 °C.
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When calculations are used as a surrogate model for experiments, it is necessary to
analyze the calculation results, taking into account the differences in absolute values
of temperature.

We found some differences in the experiments and calculations; however, quali-
tatively, the airflow calculations are similar to the experiments. The ability to compare
experiments and calculations has enabled us to know the difference between experi-
mental and calculated results. By knowing the difference, the number of experiments
can be reduced by calculation, thereby reducing the cost of designing airflow control.

4. Conclusions

We described two numerical models for (1) a heat exchanger design and (2) an
indoor airflow control. The fin-and-tube heat exchanger model consists of CFD and a
one-dimensional refrigerant circuit model. CFD model simulates airflow velocity and
temperature, and refrigerant circuit model calculates refrigerant flow pressure and
enthalpy. These two models are coupled using the value of amount of heat transfer
between air and refrigerant. The indoor airflow model can simulate indoor airflow
temperature and velocity by the room air conditioner airflow control. We verified
three simulations and the measured temperature data. The arrival position of the
blowing air was found to be consistent between experiments and calculations, but
some differences were found in the airflow temperature distribution in the room due
to the existence of gaps in the wall.
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