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Abstract
The academic intervention to predict at-risk higher education (HE) students requires effective data model development. Such 
data modelling projects in the HE context may have common issues related to (a) adopting small-scale modelling that gives 
limited options for early intervention and (b) using imbalanced data that hinders capturing effective details of poorly perform-
ing students. We address the issues going beyond the distribution-based algorithm, using a multilayer perceptron classifier 
which shows better on confusion metric, recall, and precision measures for identifying at-risk students. Our proposed deep 
learning-based model, which uses data augmentation techniques to supplement the data instances and balance the dataset, 
aims to improve the prediction accuracy of whether the student will fail or not based on their interaction with the learning 
management systems to prevent struggling students from evasion.

Keywords Deep learning · Data augmentation · Multilayer perceptron (MLP) · Deep forest (DF) · SMOTE · Distribution-
based algorithm

1 Introduction

Higher education (HE) services are to enable the effective 
development of human skills that may contribute to the 
economy of a country. A 2017 study predicted that more 
than 60% of future jobs require a post-secondary degree for 
sustainable economic success (Hoffait and Schyns 2017). 
With the rapidly growing demands of tertiary education, 
communities are more seriously recently comprehended 
individuals for pursuing their tertiary degrees at a higher 
rate of success. This influx of students brings opportunities 
as well as challenges to achieve their HE aspirations. There-
fore, for educational and economic reasons, student attrition 
is emerging as a global problem for the tertiary education 
sector. The attrition rate is the rate at which students dis-
continue their studies without graduating. It is also known 
as the student dropout rate. This has become a critical issue 
worldwide because studies indicated that one out of three 
students drops out of their HE programme (Heublein 2014; 
Hippel and Hofflinger 2020).

This student attrition has grave repercussions for the indi-
vidual student. The entire sector may suffer if we do not 
intervene appropriately (Berens et al. 2019) to minimize the 
student dropout rate. The impact of student dropout affects 
individuals financially and socially—leaving them heavily 
in debt and without better career opportunities (Allah 2020). 
The financial consequences for education providers are cor-
respondingly heavy given the resources already invested in 
students who then drop out.

Educational institutions have employed numerous 
measures to reduce student attrition. However, it is chal-
lenging to address this issue adequately (Ahmad Tarmizi 
et al. 2019). HE institutions implement strategies focusing 
on improving internal factors such as the student experi-
ence, student engagement, and financial pressure, as well 
as assessing quality teaching practices to reduce student 
attrition rates (Canty et al. 2020; George et al. 2021). Sev-
eral steps were taken to improve students’ sense of belong-
ing, providing flexible study modes (part-time, blended 
learning), enhanced guidance and pastoral care, flexible 
payment plans, better academic, and social integration to 
address the attrition issue (Munguia 2020; Shcheglova 
et al. 2020). Furthermore, different student attributes such 
as demographic, personal, social, and academic attributes 
have been analysed to identify the factors contributing to 
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student attrition. Relevant literature has identified student 
academic progress as one of the key determinants of stu-
dent attrition (Beer and Lawson 2016).

An ability to identify students who are struggling or at 
risk by evaluating a student's academic performance may 
provide HE institutes with ways to offer various interven-
tion programmes (Iqbal et al. 2019; Mngadi et al. 2020; 
Wakelam et al. 2020). These intervention programmes can 
lead to lower attrition rates by predicting student academic 
performance and taking measures to improve student pro-
gress (Imran et al. 2019). For instance, HE institutes can 
extend academic support to students through quality learn-
ing and teaching to enhance their academic performance. 
One approach to targeting this specialized support is to 
undertake student data mining. This can evaluate student 
academic performance; therefore, it may lead to identify-
ing students at risk (Ajoodha et al. 2020).

Many researchers have explored various data mining 
techniques including statistical analysis and machine 
learning techniques to support student academic progress 
in an educational environment (Shingari et al. 2017; Sul-
tana et al. 2019). Traditional statistical analysis approaches 
such as descriptive statistics, correlation analysis, or 
regression analysis have focused on analysing and sum-
marizing data to predict student academic performance. 
However, these traditional statistical approaches have 
shown their limitations as they require humans to discover 
patterns or classify massive student datasets.

In the recent literature, machine learning (ML) has 
been used to analyse and detect patterns that can be trans-
formed from educational data. These studies have mainly 
concentrated on the use of classification, regression, clus-
tering, and association rules-based models (Aldowah et al. 
2019) for developing data solutions. In recent years, the 
use of ML has increased in education to forecast student 
performance, improve assessment and feedback, recom-
mend suitable resources, and identify struggling students. 
Deep learning (DL) models, a subset of ML, utilize neu-
ral networks for complex abstractions in datasets. In the 
majority of the earlier studies (Akour et al. 2020; Fok et al. 
2018; Sultana et al. 2019; Sun et al. 2019; Tsiakmaki et al. 
2020; Xing and Du 2018; Zhao 2017), DL algorithms were 
applied to the dataset of traditional student attributes such 
as semester marks and assessment submissions (academic 
features), or gender or parent education (personal socio-
economical features). While data regarding student inter-
action with the learning management systems (LMS) dur-
ing the semester are significantly valuable for capturing 
huge associative insights, previous studies are limited in 
applying DL for building data models. Therefore, it is 
imperative for us to examine the valuable interactions data 
as a source of providing earlier accurate identification on 
at-risk students.

The purpose of this study was to apply multiple DL 
algorithms on a publicly available dataset based on stu-
dent interaction with LMS to precisely identify students at 
risk. Furthermore, existing studies (Munappy et al. 2019; 
Najafabadi et al. 2015; Shin et al. 2020) have mentioned that 
DL does not perform well on small-scale datasets. The pub-
licly available dataset used in this study is small; therefore, 
this study also applied different augmentation techniques to 
achieve improved accuracy, as a part of the intervention. We 
developed a DL-based model, which uses data augmenta-
tion techniques to supplement the data instances and balance 
the dataset. Our DL model aims to improve the prediction 
accuracy of whether the student will fail or not based on 
their interaction with the LMS to prevent struggling stu-
dents from evasion. The main objective of the study was to 
achieve the highest classification accuracy of the predictive 
model to identify students at risk by integrating existing data 
augmentation and balancing algorithms and DL algorithms.

The objective and major contribution of this study are 
summarized as follows:

• This study augmented the dataset by using data augmen-
tation and balancing algorithms to increase the scale of 
the original dataset.

• A discussion of the experimental result of the evaluation 
comparison metric of the predictive model before and 
after approaching the small-scale dataset is provided in 
the paper.

• Access to the augmented dataset based on student inter-
action with LMS on an online repository for future use 
by researchers.

• This study aimed to assist educators and educational 
administrators in mitigating the ongoing and challeng-
ing issue of student attrition.

The rest of the paper is arranged as follows. Section 2 
briefly explains the DL and implications of the small-scale 
dataset and introduces a few common methods to handle 
these implications. Section 3 presents the methodology of 
this study in detail. Section 4 represents the evaluation and 
discussion of the result of this study, and the conclusion is 
the final section of this paper.

2  Study background: deep learning 
and implications of small‑scale dataset

Several studies in the literature have reported the applica-
tion of DL techniques in HE to predict student academic 
progress (Doleck et al. 2019; Hernández-Blanco et al. 2019). 
This section briefly discusses these DL techniques, multi-
ple DL architectures, characteristics of DL, and subsequent 
implications.
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2.1  Deep learning (DL)

DL methods are based on neural networks that are set up 
with several layers of parameterized differentiable nonlin-
ear nodes or modules. Each DL model consists of an input 
layer, one or more hidden layers according to the depth of 
the model, and an output layer as shown in Fig. 1 (Fonseca 
and Cabral 2019; Hosseini et al. 2020; Wlodarczak 2019).

In a supervised learning context, these layers can be 
trained by forward propagation or backpropagation (Hos-
seini et al. 2020; Wlodarczak 2019). In forward propaga-
tion, the input is mapped to the output layer in only one 
direction, whereas in backpropagation, the input layer is 
mapped to output in forward and backward networks. DL 
algorithms are employed in this study aimed at predicting 
student academic performance to mitigate the challenging 
issue of student attrition. DL algorithms are adopted in this 
study to process and analyse complex and enormous volume 
of data. The DL algorithms excel at discovering hidden pat-
terns and interpreting data nonlinear dependencies (Katarya 
and Arora 2020; Kedia et al. 2021). In addition, DL-based 
models continuously improve their performance by learning 
from unseen data. These capabilities enable accurate and 
generalized predictive models that can be leveraged by edu-
cational institutions to identify students at risk of failing and 
enable timely interventions and support.

There are different neural network architectures. These 
include convolutional neural networks (CNN), recurrent or 
recursive neural networks (RNN), multilayer perceptrons 
(MLPs), deep neural networks (DNN), long short-term 
memory (LSTM), and pretrained unsupervised networks 
(PUNs) or autoencoders (Barari 2019; Fonseca and Cabral 

2019; Hosseini et al. 2020; Wlodarczak 2019). These DL 
algorithms could be used for a range of data applications 
design in the educational sector (Issah et al. 2023; Katarya 
et al. 2021; Rahul and Katarya 2019; Rahul and Katarya 
2023). For instance, CNN is used to train a student dropout 
rate prediction model (Sun et al. 2019); RNN is used in the 
task of identifying potential dropout students (Xing and 
Du 2018); the MLP technique is applied to student data in 
various studies to predict student performance (Lehr et al. 
2016; Salal and Abdullaev 2020; Sultana et al. 2019). This 
evidence of proven cases makes the DL method a very 
promising approach (see Table 1 for more detailed cases), 
and the distribution of DL methods used in the reviewed 
paper to predict students’ academic performance is given 
in Fig. 2.

As shown in Fig. 2, it has been stated in the literature 
that the DL techniques predominantly DNN (MLP) are 
frequently used in predicting the academic progress of the 
students.

Most of the above-mentioned studies utilized the data-
set obtained from traditional classroom settings (face-to-
face) or completely online courses (e.g. MOOC). Very 
few of the studies examine the datasets from blended 
learning to develop DL-based predictive model to pre-
dict academic performance. Furthermore, datasets used 
in these studies to develop the DL models are based on 
either socio-demographic features (e.g. socioeconomic 
status or parental education level) or academic features 
(e.g. assessment scores, pre-entry grades, and entry test 
scores,). In the existing literature, student participation 
and interaction with LMS in blended learning have not 
been much investigated. Also, not much LMS data are 

Fig. 1  Layers in deep neural 
network
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available to study the academic progress of the student 
which provides complete information about the student's 
actions during the workshops.

The application of DL techniques poses challenges such 
as DL being highly dependent on the dataset. It requires a 
large labelled dataset and extensive computing power for 
successful application (Najafabadi et al. 2015; Zhou and 
Feng 2017). DL algorithms did not demonstrate reason-
able prediction accuracy or even failed when applied to a 
small-scale dataset (Najafabadi et al. 2015). Educational 
datasets are not always correctly labelled and are therefore 
imbalanced.

2.2  Dealing with small‑scale datasets 
and imbalance dataset problems

The application of DL techniques to student data has been 
studied on a broader scale, but only a few studies have 
focused on the imbalanced data issue. For a new study, it 
is important to capture the basic core issues of dealing with 
small-scale datasets and techniques which can be used to 
address these issues. Data imbalance creates optimization 
difficulties to reduce errors and loss when fitting an ML 
model, or poor model generalization to demonstrate how 
accurately the model works for unseen data. Also, DL is 
based on a neural network with a large number of nodes 
with several layers. Thus, when using DL, more parameters 
must be estimated and require a larger amount of data in 
comparison with ML.

A DL model trained with a small-scale dataset is more 
likely to overfit with a lack of generalization—their accuracy 
is limited by the scant data, and they do not perform accu-
rately against unseen or testing data. The imbalance dataset 
refers to the imbalance ratio of the classes of categorical 
variables and the unequal distribution of instances among 
different classes. Imbalanced datasets are those in which the 
label distribution of the classes is not the same for all classes, 
i.e. the number of instances of the majority class is higher 
than the minority class. Such a biased dataset influences 

the performance of the models. The minority class is often 
ignored, and this increases the probability of incorrect 
prediction of the minority class (Gupta et al. 2021). The 
imbalance ratio is expressed as the ratio of majority class 
instances to minority class instances. Furthermore, overlap-
ping of data instances of majority and minority classes also 
impacts the model performance (Fatima et al. 2021).

Ensemble methods such as boosting and bagging for the 
prediction can be used to reduce the influence of data imbal-
ance or small datasets on the model. However, at the data 
level, modifying the class distribution by using the data aug-
mentation technique is one way to address the dataset imbal-
ance problem. Data augmentation expands the data observa-
tions by adding synthesized instances from the existing data. 
The inclusion of these synthesized data items addresses the 
small-scale dataset problem as well as the imbalanced data-
set problem. In general, sampling methods, at the classifier 
level, are the most feasible option considered. However, in 
this study, we considered data augmentation algorithms that 
address data imbalance and scale problems.

Random oversampling, a naive resampling technique, is 
a data augmentation technique that randomly resamples the 
minority class of the dataset and, based on the nature of the 
dataset, addresses the imbalanced dataset issue. In oversam-
pling techniques like this, the instances of the minority class 
are duplicated in the dataset which can lead to overfitting. 
Arriving at the right threshold to avoid excessive overfitting 
and prevent information loss is difficult. The performance of 
the classifier is affected due to the bias introduced towards 
predicting the oversampled class. Under-sampling is another 
naive resampling technique that is used in combination with 
oversampling to balance the dataset.

The synthetic minority oversampling technique (SMOTE) 
is a resampling technique for numeric data introduced by 
a previous study (Chawla et  al. 2002). SMOTE creates 
new synthesized instances from the existing minority class 
instances instead of merely replicating instances. It finds the 
k-nearest neighbour of the minority class and then generates 
new data points for this class along the line segment joining 
randomly selected k-nearest neighbours of the minority class 
instance. However, it does not consider that the neighbour-
ing data points can be from the majority class, which can 
add overlapping data points and noise.

A distribution-based algorithm (DBA) (Bermejo et al. 
2011) performs multiple tasks on the existing dataset to 
generate artificial instances. This algorithm resamples the 
dataset by replacing the class instances as follows and gen-
erates the same number of synthesized data points for each 
class. This algorithm allows using any of the four probabil-
ity distributions, i.e. Uniform, Poisson, Multinomial, and 
Gaussian.

• Oversamples the minority class.

MLP

ANN

RNN CNN KNN

Fig. 2  Distribution of DL algorithms used in the reviewed studies 
from the existing literature
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• Undersamples the majority class.
• Minimizes the overlapping by removing or reducing it.
• Fully balances majority and minority classes.

SMOTE is considered a better approach than the other 
augmentation techniques for handling imbalanced datasets. 
It has demonstrated its effectiveness over an extended period 
with variable degrees of imbalance ratio and in mitigat-
ing model overfitting (Abid et al. 2022; Reshi et al. 2021; 
Rupapara et al. 2021). In this study, a DL-based predictive 
model is developed which compares the classification accu-
racy of the prediction of students at risk from sample data 
with and without dealing with class imbalance by using the 
SMOTE and DBA data augmentation technique. Three DL 
classifiers are selected to demonstrate the effectiveness of 
modifying the class distribution and scale of the dataset, 
i.e. MLP, LSTM, and sequential model (SM). MLP is a type 
of neural network that consists of input, densely connected 
layers called hidden layers, and output. SM builds a linear 
composition of the neural network model by creating a stack 
of layers. LSTM is a special type of recurrent neural network 
based on the long short-term memory approach. Each step 
has the option of three gates, which control the informa-
tion flow: input, forget, and output. At each step, the input 
gate determines whether to forget or to learn (write into the 
memory) the new information from the input sources.

3  Study methodology

The research method of this study consists of data cleans-
ing and transformation, data preparation involving data 
augmentation, and the application of different DL models 
to train and test the predictive models to identify students 
at risk. Figure 3A summarizes the flow of development of 
the DL model, whereas Fig. 3B depicts the complete and 
detailed workflow of the proposed work to demonstrate the 
methodology step-by-step. This method is part of a series of 
rigorous and iterative phases to develop a DL-based predic-
tive model as an innovative educational artefact to predict 
student academic performance (Fahd et al. 2021a, b).

3.1  Data transformation

The dataset was downloaded from the University of Cali-
fornia, Irvine ML repository (Vahdat et al. 2015). The 
dataset consisted of 230,318 data points collected from 
activities and interactions of 112 students which the LMS 
recorded in multiple comma-separated value (csv) files. 
These files contain numerical features, i.e. StudentID, 
SessionID, Exercise, Activity, Start-time, End-time, Idle-
time, Mouse-click-left, Mouse-click-right, Mouse-wheel-
click, Mouse-wheel, Mouse-movement, Keystroke, and 
final marks. A summary of dataset dimensions utilized 
in this study may be perused as supplementary material 
at: https:// github. com/ KFVU/ DL-C/ blob/ main/1. pdf. The 
dataset files are aggregated into one file to be processed in 
the next step. A few basic statistical features of the dataset 
such as percentile, mean, and std are given in Table 2. 
Python as a platform was used to clean and transform the 
required data points from the original dataset by remov-
ing the instances that have negative values, null values, or 
missing information.

3.2  Data preparation

3.2.1  Correlation analysis

After data transformation, the dataset was reduced into 
93 instances by aggregating all instances of each student 
from multiple sessions and merging them with their total 
final marks. The correlation analysis was performed on the 
reduced dataset, depicted by the heatmap in Fig. 4. Python 
Seaborn, which is a Matplotlib-based data visualization 
library, was used to create the heatmap for correlation 
analysis. It was used to identify significant connections 
such as whether a relationship exists between two numeric 
numbers x and y, i.e. for our dataset, we are exploring the 
correlation between each feature and the final marks of the 
student. The Pearson product-moment coefficient is used 
to spot the relationships between the features x and y. It is 
the fraction of the covariance of x and y and the product 
of the standard deviation of x and y. The mathematical 
expression is:

∑

(x −mean(x))(y −mean(y)))
�

∑
�

x −mean(x)
2
�

�

∑
�

y −mean(y)
2
�

.

Fig. 3  A A holistic overview of the flowchart of the proposed predic-
tive model. B Workflow of the proposed methodology using DL and 
data augmentation techniques on a small and imbalanced dataset to 
predict student academic progress. MLP Multilayer perceptron, LSTM 
long short-term memory, and SM sequential model. Dataset dimen-
sions are listed in “Appendix 1”

◂

https://github.com/KFVU/DL-C/blob/main/1.pdf
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The Pearson coefficient ranged between − 1 and 1. A 
coefficient value greater than 0 shows a positive correla-
tion, and a value less than 0 shows a negative correlation. 
For example, our dataset demonstrates a positive corre-
lation between keystrokes and final marks, and a nega-
tive correlation between idle time and final marks, i.e. the 
higher the number of keystrokes or the lower the idle time, 
means the probability of a higher final score is greater.

3.2.2  Data scaling: normalization

In this step, features were selected based on the correlation 
analysis, and the final total was transformed into a categori-
cal variable with Pass (P) and Fail (N) classes. The dataset 
population comprised 61% of the majority class (P) and 39% 
of the minority class (N). The final features of the dataset 
consist of one categorical variable with two classes (P and 
N) and eight numerical features.

The selected eight features span varying degrees of mag-
nitude, range, and units. Most of the features consist of quan-
tities and units of some features are in seconds. This differ-
ence in ranges of values of features causes different step 
sizes of gradient descent for each feature. DL techniques use 
gradient descent as an optimization technique that requires 
data to be scaled. Dataset scaling helps to use similar steps 
for gradient descent. Normalization (ranging between 0 and 
1) and standardization (centred around the mean (= 0) with 
a unit standard deviation—ranging between − 1 and 1) are 
two of the most used feature scaling techniques.

We have used normalization, which is one of the most 
used scaling techniques, to scale the dataset. The Python 
minmaxscalar class (based on Min–Max scaling) from the 
Scikit-learn library was used to transform each feature of the 
dataset into a range of 0 and 1. The formula for normaliza-
tion scaling is:

Table 2 presents the descriptive statistics of the dataset 
population after normalization, including central tendency 
summary and dispersion.

3.3  Data augmentation and balancing

Our dataset consisted of only 93 instances and was an 
imbalanced dataset. The ratio of the majority class (P) to 
the minority class (N) instances, i.e. the imbalance ratio 
of the dataset, is 61:39, as shown in Fig. 5. To augment 
and balance the dataset, we considered two algorithms: the 
SMOTE algorithm and the DBA. In this step, we have only 
considered the MLP algorithm as a base model to repeti-
tively apply these augmentation algorithms and evaluate the 

x
� =

x − x
min

x − x
max

.

classification accuracy. The performances of the MLP-based 
algorithm are compared with other DL algorithms in the 
following step. The main objective of this current step is to 
evaluate the effect of each augmentation method on the MLP 
classifier’s accuracy and select the best-suited augmentation 
and balancing technique to generate synthetic data which 
can then be used to evaluate the performance metrics of DL 
techniques for predicting at-risk students.

Firstly, the SMOTE algorithm was applied to our dataset. 
This synthetically created extra data points from the minor-
ity class (i.e. N). In each iteration, SMOTE augmented the 
instances of one class, i.e. the minority class. In each itera-
tion, we have applied resampling to uniformly increase the 
class distribution by 100% each time. Due to the nature of 
our dataset, the SMOTE algorithm did not completely bal-
ance the dataset and thus did not eliminate the issue of bias 
towards the majority class.

Secondly, we applied the DBA to balance the distribution 
of the majority and minority instances and augment the size 
of the dataset. This algorithm not only augments the dataset 
but also balances the class distribution. This algorithm does 
the following:

1. Oversamples the minor class (N).
2. Undersamples the majority class (P).
3. Removes overlapped instances from N and P classes.
4. Fully balances both P and N classes.

For SMOTE, each iteration is of a different structure. 
Therefore, the percentage of instances to generate is 100% 
for each iteration of current instances. Also, each iteration is 
configured to auto-detect the minority class and five nearest 
neighbours to resample. This process is repeated until the 
highest accuracy is presented by the classifier.

For DBA, we have started the number of instances to 
resample per class label to 50 to keep the dataset size near to 
the original dataset size, which was 93. In each iteration, 50 
instances are synthetically created on the existing instances 
and added to the dataset. Next, the MLP algorithm is applied 
to the augmented dataset to find the accuracy. This process is 
repeated to find the best classifier with the highest accuracy.

Table 3 and Fig. 6 show that both the SMOTE and DBA 
techniques were promising approaches for data augmen-
tation to improve accuracy. SMOTE could not effectively 
handle high-dimensional data and suffered from overfitting 
issues as it uses the k-nearest neighbour algorithm to gener-
ate synthesized data. However, we selected the DBA aug-
mentation approach to enlarge the dataset for the next step 
due to the following reasons.

• DBA has shown the highest classification accuracy when 
the data count is 1400, whereas SMOTE demonstrated 
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97.30% accuracy on the nearest population of the dataset 
of 1472 instances as highlighted in Table 3.

• DBA demonstrated significantly high accuracy (more 
than 90%) in the third iteration, just after the augmented 

dataset doubled the scale of the original dataset, i.e. the 
size of the dataset is equal to 200. But, SMOTE showed 
similar accuracy in the seventh iteration when total 
instances were quite large and 10 times the original data-
set, i.e. the size of the dataset was more than 1000.

• DBA outputted a balanced dataset set in each iteration, 
which is not the case for SMOTE outputs.

3.4  Application of DL

This step is an iterative process of applying the DL algo-
rithms on the dataset and evaluating and comparing the 
results of the experiments of three predictive models on 
both the original and augmented dataset. We used DL super-
vised methods to train the model, which learns from labelled 
classes, i.e. P and N. The SM, LSTM, and MLP algorithms 
were explored to identify at-risk students before and after 
data balancing and data augmentation. In the first iteration, 
we trained the DL models on the imbalanced dataset. After 
the correction of imbalance and lesser dataset in the previous 
step, we re-trained the models on balanced and the larger-
scale (augmented) dataset using the same DL algorithms. 
The training process was executed in three iterations, one for 
each DL classifier, and evaluated the classification accuracy 
of all three classifiers. The recall and precision measure of 
the classifier with the highest accuracy was also evaluated.

In this study, the MLP consisted of three hidden layers 
(64, 32, 2) and rectified linear activation (ReLU) was used 
as a nonlinear activation function. The Softmax function was 
used on the last layers to normalize the MLP model output. 
In this study, TensorFlow–Keras was used to implement SM 
and consisted of two fully connected neural layers. In these 
layers, the first layer comprised 64 nodes, and the last layer 
had one score to indicate that it is of binary classification. 
The built-in optimizer Adam was also used. LTSM was con-
figured with two layers of 64 nodes and Sigmoid as the gate 
activate function.

The predictive model was trained and tested by using 
k-fold cross-validation instead of dividing the data into 

Table 2  Descriptive statistics of the dataset

Idle _time Mouse _wheel Mouse_
wheel_click

Mouse_click_left Mouse_
click_right

Mouse_
movement

Keystroke Session_duration

Mean 0.989 0.207 0.026 0.496 0.439 0.210 0.278 0.643
Standard 

deviation
0.104 0.193 0.116 0.205 0.252 0.146 0.141 0.221

Min 0 0 0 0 0 0 0 0
25% 1.000 0.080 0.000 0.380 0.197 0.141 0.194 0.524
50% 1.000 0.163 0.000 0.491 0.469 0.191 0.281 0.715
75% 1.000 0.260 0.004 0.648 0.620 0.256 0.352 0.792
Max 1 1 1 1 1 1 1 1

Fig. 4  Heatmap for correlational analysis for dataset set to train a 
model to identify student academic performance

Fig. 5  Data points of original small and imbalance dataset before data 
augmentation
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training and testing datasets. There were multiple reasons for 
using cross-validation in this study. One of the reasons was 
that using k-fold cross-validation mitigates the data leakage 
risk by performing multiple iterations of cross-validation 
and presenting the average of the overall performance to 
provide a more reliable model performance. Another sig-
nificant reason was that it improves model generalization 
by handling noise in the dataset and preventing overfitting. 
In k-fold cross-validation, the dataset is randomly split into 
k subsets called folds. The algorithm was iteratively trained 
on k−1 folds of the dataset and used the remaining fold of 

the dataset for testing. To show the accuracy of the model 
in prediction, it should be tested on data that it has not seen 
before, where it must make predictions similar to the actual 
results. In this study, the dataset was divided into 10 folds: 
p1 to p10. Therefore, ten different models could be trained; 
each model was trained on nine folds and tested on the tenth. 
The first model was trained on p1 to p9 and tested on p10. 
The second model was trained on p1, p3 to p10 and tested 
on p2 and so on. This helped to use all instances both for 
training and for testing.

Classification accuracy was used to evaluate the per-
formance of the DL algorithms as presented in Fig.  7. 

Table 3  Comparison of the count of augmented data and accuracy of a DL model over 15 iterations

SMOTE DBA

Total Majority (P) Minority (N) Accuracy (%) Total Majority (P) Minority (N) Accuracy (%)

0 Iteration 93 57 36 62 93 57 36 62
1 Iteration 129 57 72 65.11 100 50 50 75
2 Iteration 186 114 72 68.82 200 100 100 90.50
3 Iteration 256 114 114 69.38 300 150 150 93.67
4 Iteration 372 228 144 77.69 400 200 200 97
5 Iteration 516 228 228 82.75 500 250 250 97.50
6 Iteration 744 456 288 86.15 600 300 300 97.50
7 Iteration 1032 456 576 91.08 700 350 350 97.80
8 Iteration 1488 912 576 93.28 800 400 400 98.12
9 Iteration 2064 912 1152 95.15 900 450 450 98
10 Iteration 2976 1824 1152 96.34 1000 500 500 98.20
11 Iteration 4128 1824 23.4 98.09 1100 550 550 98.80
12 Iteration 5952 3648 2304 98.77 1200 600 600 98.91
13 Iteration 8256 3648 4608 99.21 1300 650 650 98.15
14 Iteration 11,904 7296 4608 99.51 1400 700 700 98.65
15 Iteration 16,512 7296 9216 99.70 1500 750 750 98.17
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Fig. 6  Classification accuracy of each iteration of the DBA and 
SMOTE data augmentation technique

Original Dataset SMOTE Augmented 
Dataset

DBA Augmented 
Dataset

SM 54.34% 72.48% 91.43%
LSTM 61.29% 95.09% 98%
MLP 62.37% 93.28% 98.65%
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Fig. 7  Comparison of the classification accuracy of three DL algo-
rithms on the original dataset, augmented dataset by using SMOTE 
and DBA algorithm
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Classification accuracy is used to select the DL classifier 
with the highest accuracy, which is calculated by using 
confusion metrics. All three DL classifiers performed well 
with considerably high accuracy after the application of data 
augmentation techniques, demonstrating their feasibility 
and effectiveness when used on a large-scale and balanced 
dataset.

Algorithm  1 combines and fully automates the pro-
cess of collecting the dataset, applying data augmentation 

techniques, applying DL algorithms to identify the best 
classifier using k-fold, identifying struggling students, and 
offering them support by using a recommendation system. 
It provides an overview of this automated process which 
re-emphasizes the significance of automating the complete 
procedure of selecting the best ML classifier to identify stu-
dents at risk from beginning to the end.

Algorithm 1 Algorithm for automatic identification of 
struggling students by using data augmentation and DL 
algorithms.

1. function applyDBA (Z,p) -- where Z is the original dataset and p is  number of instances to re-sample 

per class label

2. for each class c in Z do
3. for each feature f in Z do
4. learn probability distribution P of c and f of Z

5. endfor 
6. endfor
7. for each class do
8. for i: 1..p do
9. newinstance = [][]

10. for each feature:f do
11. newinstance[i][f] = sample value from P[f]

12. add class of newinstance[i] 

13. endfor 
14. Z = Z + newinstance[i] 

15. endfor 
16. endfor
17. end function
18. X � download training dataset

19. X �remove null and negative values

20. X �aggregate the data

21. X �select features � perform correlational analysis

22. X �transform categorical variable 

23. j � 50

24. for loop:1..15 do
25. X �applyDBA(X,j)

26. j=j+50

27. loop++

28. endfor
29. apply 3 DL classifiers

30. listofDLalgorithms[]={ "MLP", "SM", "LSTM" } 

31. compare performance metrics dl1-3 

32. k=10

33. n=1

34. for each d:listofDLalgorithms do

35. CA[n] � (1/k)x( sum of performance metric of d for k randomly subset of X)

36. n++

37. endfor
38. for m: 1..3 do
39. if CA[m]>CA[m+1] then 
40. bestdl � m 

41. elseif CA[m]<CA[m+1] then

42. bestdl � m+1 

43. endif 
44. endfor
45. collect the real student data 

46. apply best classifier (bestdl) on real data

47. listofstudentsatrisk[] � predicting students’ performance with bestdl # best classifier
48. for each student :listofstudentatrisk[] do
49. support program recommendation system based on student profile  

50. endfor
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The above algorithm of automatic prediction of stu-
dent academic performance by using DL-based predictive 
model creates and verifies the dimensional vector X. Three 
DL algorithms (MLP, SM, and LSTM) are trained and 
tested on the X-dimensional vector using a k-fold cross-
validation. A scaling technique (DBA) is applied to the X 
vector. The augmented vector X is again trained and tested 
using three DL algorithms and k-fold cross-validation. 
The prediction accuracy of the three predictive models is 
then compared, and the most robust and accurate model is 
selected. Algorithm 1 fully automates the process of creat-
ing the dimensional vector X, selecting the best predictive 
model based on the highest prediction accuracy, and iden-
tifying students at risk of failing to offer timely remedial 
activities and improving student learning.

4  Model evaluation and discussion

In this study, we experimented with three DL algorithms on 
the dataset to identify struggling students. The comparison 
of classifier performance based on accuracy for the three 
classifiers is depicted in Fig. 7, with and without the applica-
tion of data augmentation techniques. All classifiers clearly 
showed a significant increase in accuracy in identifying 
students at risk with SMOTE and DBA augmentation tech-
niques. However, MLP outperforms other classifiers for the 
DBA augmented dataset.

The classification accuracy of the DL technique jumped 
significantly, i.e. to 90.5%, as soon as the dataset population 
has an even distribution of majority and minority classes 
after the application of a data balancing algorithm. By using 
data balancing and data augmentation techniques, the clas-
sification accuracy of MLP models was improved to 98.65% 
after the data were increased to 1400 data points, with a bal-
anced ratio of majority and minority classes of 50:50. The 
data augmentation repeats were stopped when the dataset 
size reached 1400, as further addition of synthesized data 
improved accuracy, but the accuracy fluctuates between 98 
and 99, even when the dataset instances are doubled. In most 
use cases, the human user will not be able to distinguish 
a model accuracy difference of 1% (i.e. 98%-99%). Both 
models are considered good and able to solve the underlying 
problem of identifying students at risk.

For the predictive model, the combination of different 
levels of recall and precision measures has different mean-
ings. The combination of high recall and high precision 
demonstrates that the classes are handled perfectly by the 
predictive model. The classification accuracy in Fig. 8 dem-
onstrates that the DL classifier based on MLP handles the 
classes. Figure 8 shows the confusion metric, recall, and 
precision measures to reveal that the MLP classifier has 
both performed well based on the combination of recall and 

precision measures, i.e. recall and precision are high. Also, 
higher precision is desired, which means lower the num-
ber of FP instances identified by the classifier, i.e. a smaller 
number of at-risk students are identified incorrectly as not-
at-risk students. A higher percentage of F-measure means 
the classifier has identified low FP and FN, i.e. low instances 
of not identifying students at risk who are actually at risk 
and high accuracy of correctly identifying students at risk.

To our knowledge, the use of student learning behaviour 
and the LMS participation dataset has not been previously 
investigated to develop a predictive model. We are unable to 
compare the performance of our DL-based predictive model 
to an existing model. However, this study has explored alter-
native approaches such as cross-validation and baseline 
model comparison to provide insight into the efficiency of 
our DL-based predictive model. This study has employed 
cross-validation to assess the robustness and generalizability 
of the predictive model. The k-fold cross-validation speci-
fied a k parameter to define the number of folds to split data 
into and provided more robust estimate of prediction accu-
racy across different data folds. Furthermore, the predictive 
model accuracy was compared against the baseline model. 
A common baseline model for predictive models is random 
forest (RF). A basic version of RF-based predictive model 
is implemented in an existing study (Fahd et al. 2021a, b) 
achieving the highest classification accuracy of 85.7%. Our 
proposed predictive model based on DL algorithms demon-
strated superior performance compared to the RF baseline 
model with a classification accuracy of 98.65%, thus show-
casing the value of our proposed predictive model and its 
potential.

The limitations of this work mainly exist in the synthesis 
of the data. Synthetic data may not capture real-world pat-
terns and observations which skew the results, but it does 
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allow us to simulate a theoretical scenario where a proof of 
concept can be built. This questions the reliability of the data 
and the use of such models in the real world.

The goal of the study was to support educators to timely 
predict struggling students and offer them appropriate sup-
port programmes to enhance their academic progress. The 
proposed predictive model can be integrated into an edu-
cational decision support system to trigger flags or alerts 
to identify students at risk of failing automatically or upon 
request. This allows educators and administrators to effec-
tively monitor student progress and take timely interventions 
as required. The alerts generated by the education decision 
support system offer a proactive outreach approach towards 
at-risk students. These alerts can be integrated into LMS to 
provide regular incremental feedback to students to encour-
age their learning. Furthermore, these alerts empower edu-
cators to provide targeted instructions and tailored strate-
gies to students for continuous success. Figure 9 shows the 
key strategies and suggestions that may be included in the 
interventions.

These timely detections with tailored and targeted inter-
ventions would improve the student progress that will result 
in increased retention and decrease attrition with a positive 
impact on the student and reputation, and the financials 
of HE institutions. This eventually impacts the nation’s 
economy, as students would be able to pay back the study 
loan and reduce their unpaid debt. In a broader sense, our 
translational research aimed to promote practical problem 
solving studies through the applications of DL, advancing 
technology-based innovations (Shee et al. 2021; Sabharwal 
and Miah, 2022) in many other problem domains. Extension 
of these studies provide enormous opportunities for creation 
of new practical knowledge, although it is recommended 
that adequate research methodology such as design science 
(Miah, 2009; Miah and Ahamed, 2011; Miah et al. 2016) 

can be of paramount study task that will offer guidance and 
supportive framework for research operations. Such design 
research enable innovations in other aspects of HE, such 
as for academic records management (Miah and Samsu-
din, 2017) or expert systems applications (Genemo et al. 
2016) for assisting HE providers in delivering high quality 
outcome.

5  Conclusion

We applied DL algorithms to train a predictive model to pre-
dict student academic performance and identify struggling 
students. In this study, we first modified the class distribu-
tion and augmented the dataset to resolve the implications of 
small-scale and imbalanced datasets by using two different 
techniques, i.e. SMOTE and DBA. Three DL algorithms 
were used on the augmented dataset, and all of them showed 
satisfactory results. It was demonstrated that an increase in 
data points by using a good augmentation method leads to 
higher classification accuracy and reduces false prediction. 
This means a combination of a good augmentation technique 
and a good classifier, results in a better performing model.

In the future, we will apply the trained model to real 
data from the education field. Also, it will be beneficial to 
integrate a recommender system approach to offer appro-
priate support programmes to struggling students based 
on their profiles and on programmes that benefit other stu-
dents with similar profiles.

Fig. 9  Key interventions strate-
gies and suggestions • Engaging at-risk students in a sequence of face-to-face consulta�ons with study advisors.

• Offering academic literacy and English language proficiency programs.

• Offering extra sessions to help students with academic material or assessment guidance.

• Offering differen�ated assessments to achieve the learning objec�ves.

• Providing on-�me assessment and detailed feedback.

• Educators can con�nuously improvise with learning materials.

• Se�ng up rewards.

• Diligently monitoring student engagement (a�endance and assessment submission) with con�nuous 
reminders about submission due dates and a�ending classes.

• Recording videos to explain assessment requirements and clearly defined assessment marking criteria.

• Developing innova�ve forma�ve assessments.

• Promp�ng iden�fied students in the class to further understand their academic progress. 
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Appendix 1: List of dataset dimensions

Dimension Brief descrip-
tion

Range of values

1 Session Session num-
ber

2 Student_Id Student 
identification 
number

1–115

3 Exercise Exercise 
number in a 
specific ses-
sion

1–6, i.e. Es_ses-
sion num-
ber_execrise 
number

4 Activity Abbreviation 
of activities 
categorized 
into 15 cat-
egories

e.g. Diagram or 
Deeds

5 Start_time Start date and 
time of an 
activity

dd.mm.yyyy 
hh:mm:ss, 
e.g. 2.10.2020 
10:27:39

6 End_time End date and 
time of an 
activity

dd.mm.yyyy 
hh:mm:ss, 
e.g. 2.10.2020 
11:20:30

7 Idle_time The idle time 
during the 
period of an 
activity

0–1,722,305,428 
milli sec

8 Mouse_wheel Number of the 
mouse wheel

0–1111

9 Mouse_wheel_
click

Count of 
mouse wheel 
clicks in 
a specific 
activity

0–60

10 Mouse_click_
left

Count of 
mouse left 
clicks in 
a specific 
activity

0–338

11 Mouse_click_
right

Count of 
mouse right 
clicks in 
a specific 
activity

0–48

12 Keystroke Count of 
keystrokes 
in a specific 
activity

0–2307

13 Mouse_move-
ment

Distance 
covered by 
the mouse 
movements 
in a specific 
activity

0–32,484
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