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# DIFFERENTIABLE OSTROWSKI TYPE TENSORIAL NORM INEQUALITY FOR CONTINUOUS FUNCTIONS OF SELFADJOINT OPERATORS IN HILBERT SPACES 

VUK STOJILJKOVIĆ ${ }^{1}$ AND SILVESTRU SEVER DRAGOMIR ${ }^{2 *}$<br>Dedicated to the Professor Dragoslav Mitrinovic , author of one of the most famous books on inequality theory "Analytic Inequalities", to mark the year that marks 115 years since his birth.


#### Abstract

In this paper several tensorial norm inequalities of Ostrowski type for continuous functions of selfadjoint operators in Hilbert spaces have been obtained. Multiple inequalities are obtained with variations due to the convexity properties of the mapping $f$.


## 1. Introduction and preliminaries

The term "tensor" was not officially used by Gibbs in 19th century when he first developed the idea of a tensor; instead, he used the term "dyadic." It can be viewed as the source of the tensor definition and its introduction to mathematics in modern language. Due to the extensive use of inequalities in mathematics, tensorial inequalities have also been found useful. Inequalities have a significant impact on mathematics and other scientific disciplines. Many types of inequalities exist, but those involving Jensen, Ostrowski, Hermite-Hadamard, and Minkowski hold particular significance among them. More about inequalities and its history can be found in these books [23, 25]. Multiple papers have been published concerning the generalizations of the said inequalities, see the following and references therein for more information $[20,28,29,30,33,1,2,3,6,7,8,22,34,18]$. Since our paper is about tensorial Ostrowski type inequalities, we give the brief introduction to the topic. In 1938, A. Ostrowski [24], proved the following inequality concerning the distance between the integral mean $\frac{1}{b-a} \int_{a}^{b} f(t) d t$ and the value $f(x), x \in[a, b]$.
Theorem 1.1. Let $f:[a, b] \rightarrow \mathbb{R}$ be continuous on $[a, b]$ and differentiable on $(a, b)$ such that $f^{\prime}:(a, b) \rightarrow \mathbb{R}$ is bounded on $(a, b)$ and $\left\|f^{\prime}\right\|_{\infty}:=\sup _{t \in(a, b)}\left|f^{\prime}(t)\right|<$ $+\infty$. Then

$$
\left|f(x)-\frac{1}{b-a} \int_{a}^{b} f(t) d t\right| \leqslant\left[\frac{1}{4}+\left(\frac{x-\frac{a+b}{2}}{b-a}\right)^{2}\right]\left\|f^{\prime}\right\|_{\infty}(b-a),
$$

for all $x \in[a, b]$ and the constant $\frac{1}{4}$ is the best possible.

[^0]If we take $x=\frac{a+b}{2}$ we get the midpoint inequality

$$
\left|f\left(\frac{a+b}{2}\right)-\frac{1}{b-a} \int_{a}^{b} f(t) d t\right| \leqslant \frac{1}{4}\left\|f^{\prime}\right\|_{\infty}(b-a)
$$

with $\frac{1}{4}$ as best possible constant.
Recent advances concerning the theory of inequalities in Hilbert spaces will be shown to supplement the presentation of this work. Dragomir [16] gave the following Mond-Pecarić type inequality.

Theorem 1.2. Let A be a selfadjoint operator on the Hilbert space $H$ and assume that $\operatorname{Sp}(A) \subset[m, M]$ for some scalars $m, M$ with $m<M$. If $f$ is a convex function on $[m, M]$, then

$$
\begin{aligned}
& \frac{f(m)+f(M)}{2} \geq\left\langle\frac{f(A)+f\left((m+M) 1_{H}-A\right)}{2} x, x\right\rangle \\
\geq & \frac{f(\langle A x, x\rangle)+f(m+M-\langle A x, x\rangle)}{2} \geq f\left(\frac{m+M}{2}\right),
\end{aligned}
$$

for each $x \in H$ with $\|x\|=1$.
In addition, if $x \in H$ with $\|x\|=1$ and $\langle A x, x\rangle \neq \frac{m+M}{2}$, then also

$$
\begin{gathered}
\frac{f(\langle A x, x\rangle)+f(m+M-\langle A x, x\rangle)}{2} \\
\geq \frac{2}{\frac{m+M}{2}-\langle A x, x\rangle} \int_{\langle A x, x\rangle}^{m+M-\langle A x, x\rangle} f(u) d u \geq f\left(\frac{m+M}{2}\right) .
\end{gathered}
$$

Another interesting result is the Hermite-Hadamard inequality in the selfadjoint operator sense given by Dragomir [17]
Theorem 1.3. Let $f: I \rightarrow \mathbb{R}$ be an operator convex function on the interval $I$. Then for any selfadjoint operators $A$ and $B$ with spectra in $I$ we have the inequality

$$
\begin{aligned}
& f\left(\frac{A+B}{2}\right) \leq\left[f\left(\frac{3 A+B}{4}\right)+f\left(\frac{A+3 B}{4}\right)\right] \\
\leq & \int_{0}^{1} f((1-t) A+t B) d t \\
\leq & \frac{1}{2}\left[f\left(\frac{A+B}{2}\right)+\frac{f(A)+f(B)}{2}\right] \leq \frac{f(A)+f(B)}{2} .
\end{aligned}
$$

The following result has been obtained recently in a paper written by Stojiljković [32]. It features an Ostrowski Simpson type tensorial convex inequality:

Theorem 1.4. Assume that $f$ is continuously differentiable on $I$ and $\left|f^{\prime \prime}\right|$ is convex and $A, B$ are selfadjoint operators with $\operatorname{Sp}(A), S p(B) \subset I$, then

$$
\begin{aligned}
& \| \frac{1}{6}\left(\exp (A) \otimes 1+4 \exp \left(\frac{A \otimes 1+1 \otimes B}{2}\right)+1 \otimes \exp (B)\right) \\
& -\frac{1}{4}\left(\int_{0}^{1} \exp \left(\left(\frac{1-k}{2}\right) A \otimes 1+\left(\frac{1+k}{2}\right) 1 \otimes B\right) k^{-\frac{1}{2}} d k\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\int_{0}^{1} \exp \left(\left(1-\frac{k}{2}\right) A \otimes 1+\frac{k}{2} 1 \otimes B\right)(1-k)^{-\frac{1}{2}} d k\right) \| \\
& \quad \leq \frac{47}{360}\|1 \otimes B-A \otimes 1\|^{2}(\|\exp (A)\|+\|\exp (B)\|) .
\end{aligned}
$$

In our paper we will obtain classical Ostrowski type tensorial inequalities using a different convex combination than the one used to obtain the Simpson type inequalities. Since the field of tensorial Hilbet space inequalities is relatively new, it is instrumental in the development of it that boundaries for various convex combinations are obtained.

In order to derive similar inequalities of the tensorial type, we need the following introduction and preliminaries.
Let $I_{1}, \ldots, I_{k}$ be intervals from $\mathbb{R}$ and let $f: I_{1} \times \ldots \times I_{k} \rightarrow \mathbb{R}$ be an essentially bounded real function defined on the product of the intervals. Let $A=$ $\left(A_{1}, \ldots, A_{n}\right)$ be a n-tuple of bounded selfadjoint operators on Hilbert spaces $H_{1}, \ldots, H_{k}$ such that the spectrum of $A_{i}$ is contained in $I_{i}$ for $i=1, \ldots, k$. We say that such a k-tuple is in the domain of $f$. If

$$
A_{i}=\int_{I_{i}} \lambda_{i} d E_{i}\left(\lambda_{i}\right)
$$

is the spectral resolution of $A_{i}$ for $i=1, \ldots, k$ by following [5], we define

$$
f\left(A_{1}, \ldots, A_{k}\right):=\int_{I_{1}} \ldots \int_{I_{k}} f\left(\lambda_{1}, \ldots, \lambda_{k}\right) d E_{1}\left(\lambda_{1}\right) \otimes \ldots \otimes d E_{k}\left(\lambda_{k}\right)
$$

as bounded selfadjoint operator on the tensorial product $H_{1} \otimes \ldots \otimes H_{k}$.
If the Hilbert spaces are of finite dimension, then the above integrals become finite sums, and we may consider the functional calculus for arbitrary real functions. This construction extends the definition of Koranyi [21] for functions of two variables and have the property that

$$
f\left(A_{1}, \ldots, A_{k}\right)=f_{1}\left(A_{1}\right) \otimes \ldots \otimes f_{k}\left(A_{k}\right),
$$

whenever $f$ can be separated as a product $f\left(t_{1}, \ldots, t_{k}\right)=f_{1}\left(t_{1}\right) \ldots f_{k}\left(t_{k}\right)$ of k functions each depending on only one variable.

Since we will be using tensorial products, we will define in the following what tensors and tensorial products are in short, for more consult the following book [19].
Let $\mathrm{U}, \mathrm{V}$ and W be vector spaces over the same field $F$. A mapping $\xi: U \times V \rightarrow W$ is called a bilinear mapping if it is linear in each variable separately. Namely, for all $u, u_{1}, u_{2} \in U, v, v_{1}, v_{2} \in V$ and $a, b \in F$,
$\xi\left(a u_{1}+b u_{2}, v\right)=a \xi\left(u_{1}, v\right)+b \xi\left(u_{2}, v\right)$,
$\xi\left(u, a v_{1}+b v_{2}\right)=a \xi\left(u, v_{1}\right)+b \xi\left(u, v_{2}\right)$. If $W=F$, a bilinear mapping $\xi: U \times V \rightarrow F$ is called a bilinear function.
Let $\otimes: U \times V \rightarrow W$ be a bilinear mapping. The pair $(W, \otimes)$ is called a tensor product space of $U$ and $V$ if it satisfies the following conditions:

1. Generating property $<\operatorname{Im} \otimes>=W$;
2. Maximal span property $\operatorname{dim}<\operatorname{Im} \otimes>=\operatorname{dim} U \cdot \operatorname{dim} V$.

The member $w \in W$ is called a tensor, but not all tensors in W are products of
two vectors of the form $u \otimes v$. The notation $<\operatorname{Im} \otimes>$ denotes the span.
Example
Let $u=\left(x_{1}, . ., x_{m}\right) \in \mathbb{R}^{m}$ and $v=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$. We can view $u$ and $v$ as column vectors. Namely,

$$
u=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{m}
\end{array}\right], v=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right]
$$

are $m \times 1$ and $n \times 1$ matrices respectively.
We define $\otimes: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow M_{m, n}$,

$$
u \otimes v=u v^{t}=\left[\begin{array}{c}
x_{1} y_{1} \cdots x_{1} y_{n} \\
\vdots \\
x_{m} y_{1} \cdots x_{m} y_{n}
\end{array}\right]
$$

an $m \times n$ matrix with entries $A_{i j}=x_{i} y_{j} .\left(M_{m, n}, \otimes\right)$ is a tensor product space of $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$. Tensors do not need to be matrices. This is just one model given. For more consult the following book [19].

Recall the following property of the tensorial product

$$
(A C) \otimes(B D)=(A \otimes B)(C \otimes D)
$$

that holds for any $A, B, C, D \in B(H)$.
From the property we can deduce easily the following consequences

$$
\begin{gathered}
A^{n} \otimes B^{n}=(A \otimes B)^{n}, n \geqslant 0 \\
(A \otimes 1)(1 \otimes B)=(1 \otimes B)(A \otimes 1)=A \otimes B
\end{gathered}
$$

which can be extended, for two natural numbers $m, n$ we have

$$
(A \otimes 1)^{n}(1 \otimes B)^{m}=(1 \otimes B)^{n}(A \otimes 1)^{m}=A^{n} \otimes B^{m}
$$

The current research concerning tensorial inequalities can be seen in the following papers, $[9,10,11,12,13,31]$. The following Lemma which we require can be found in a paper of Dragomir [14].

Lemma 1.5. Assume $A$ and $B$ are selfadjoint operators with $S p(A) \subset I, S p(B) \subset$ $J$ and having the spectral resolutions. Let $f ; h$ be continuous on $I, g, k$ continuous on $J$ and $\phi$ and $\psi$ continuous on an interval $K$ that contains the sum of the intervals $f(I)+g(J) ; h(I)+k(J)$, then

$$
\begin{aligned}
& \phi(f(A) \otimes 1+1 \otimes g(B)) \psi(h(A) \otimes 1+1 \otimes k(B)) \\
& =\int_{I} \int_{J} \phi(f(t)+g(s)) \psi(h(t)+k(s)) d E_{t} \otimes d F_{s} .
\end{aligned}
$$

Definition of a well known Riemann-Liouville (RL) fractional integral is given.

Definition 1.6. Let $f \in C([a, b])$. Then the left and right sided Riemann Liouville (RL) fractional integrals of order $\alpha>0$ with $a \geq 0$ are defined as

$$
\begin{equation*}
I_{a^{+}}^{\alpha} f(z)=\frac{1}{\Gamma(\alpha)} \int_{a}^{z}(z-u)^{\alpha-1} f(u) d u, z>a \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{b^{-}}^{\alpha} f(z)=\frac{1}{\Gamma(\alpha)} \int_{z}^{b}(u-z)^{\alpha-1} f(u) d u, z<b \tag{1.2}
\end{equation*}
$$

where $\Gamma$ (.) denotes the Gamma function.
Definition 1.7. A real valued function $f: I \rightarrow \mathbb{R}$ is called a convex function on interval $I$ if

$$
\begin{equation*}
f(t x+(1-t) y) \leq t f(x)+(1-t) f(y) \tag{1.3}
\end{equation*}
$$

holds for all $t \in[0,1]$ and for all $x, y \in I$.
In the paper written by Set [27], the author used the following Lemma. We will utilize it to produce results in the tensorial setting.

Lemma 1.8. Let $f:[a, b] \rightarrow \mathbb{R}$ be a differentiable mapping on $(a, b)$ with $a<b$. If $f^{\prime} \in L[a, b]$, then for all $x \in[a, b]$ and $\alpha>0$ we have:

$$
\begin{gather*}
\quad\left(\frac{(x-a)^{\alpha}+(b-x)^{\alpha}}{b-a}\right) f(x)-\frac{\Gamma(1+\alpha)}{(b-a)}\left[J_{x^{-}}^{\alpha} f(a)+J_{x^{+}}^{\alpha} f(b)\right]  \tag{1.4}\\
=\frac{(x-a)^{\alpha+1}}{b-a} \int_{0}^{1} t^{\alpha} f^{\prime}(t x+(1-t) a) d t-\frac{(b-x)^{\alpha+1}}{b-a} \int_{0}^{1} t^{\alpha} f^{\prime}(t x+(1-t) b) d t
\end{gather*}
$$

where $\Gamma(\alpha)=\int_{0}^{+\infty} e^{-t} u^{\alpha-1} d u$.
Corollary 1.9. Setting $\alpha=1$ reduces to the Lemma given by Alomari et al. [4] which was utilized by Dragomir [15] to obtain tensorial inequalities in Hilbert space.

Lemma 1.10. We will prove the following relation for fractional integrals,

$$
\begin{gather*}
J_{x^{+}}^{\alpha} f(b)=\frac{(1-\lambda)^{\alpha}(b-a)^{\alpha}}{\Gamma(\alpha)} \int_{0}^{1} f(a(1-\lambda)(1-u)+b(u+(1-u) \lambda))(1-u)^{\alpha-1} d u  \tag{1.5}\\
J_{x^{-}}^{\alpha} f(a)=\frac{\lambda^{\alpha}(b-a)^{\alpha}}{\Gamma(\alpha)} \int_{0}^{1} u^{\alpha-1} f(a((1-u)+u(1-\lambda))+u \lambda b) d u \tag{1.6}
\end{gather*}
$$

Proof. Use the integral definition of the fractional integrals and introduce the following substitution $\zeta=u b+(1-u) x$ and $\zeta=u x+(1-u) a$ on the first and second integral, then make a substitution $x=\lambda b+(1-\lambda) a$, the result follows.

In this work various tensorial inequalities of the Ostrowski type for the twice differentiable functions in Hilbert space have been obtained. Since this field is still developing, finding new boundaries for different convex combinations of the functions is essential for the development of it.

## 2. Main Results

In the following Theorem, we give a fundamental result which we will use in our paper to obtain inequalities.

Theorem 2.1. Assume that $f$ is continuously differentiable on $I, A$ and $B$ are selfadjoint operators with $S p(A), S p(B) \subset I$, then

$$
\begin{gathered}
\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \\
=\lambda^{\alpha+1}(1 \otimes B-A \otimes 1) \int_{0}^{1} u^{\alpha} f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B) d u \\
-(1-\lambda)^{\alpha+1}(1 \otimes B-A \otimes 1) \int_{0}^{1} u^{\alpha} f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B) d u
\end{gathered}
$$

Proof. We start with Lemma 1.8. Rewriting the fractional integral using Lemma 1.10, to be precise with $(1.5)(1.6)$ and simplifying we obtain

$$
\begin{gathered}
\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) a+\lambda b) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) a+(u+(1-u) \lambda) b)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) a+u \lambda b) d u\right) \\
=\lambda^{\alpha+1}(b-a) \int_{0}^{1} u^{\alpha} f^{\prime}((1-u \lambda) a+\lambda u b) d u \\
-(1-\lambda)^{\alpha+1}(b-a) \int_{0}^{1} u^{\alpha} f^{\prime}(u(1-\lambda) a+(\lambda u+1-u) b) d u
\end{gathered}
$$

Assuming that $A$ and $B$ have the spectral resolutions

$$
A=\int_{I} t d E(t) \text { and } B=\int_{I} s d E_{t}
$$

If we take the integral $\int_{I} \int_{I} d E_{t} \otimes d F_{s}$, then we get

$$
\begin{gathered}
\int_{I} \int_{I}\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) t+\lambda s) d E_{t} \otimes d F_{s} \\
-\int_{I} \int_{I} \alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) t+(u+(1-u) \lambda) s)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) t+u \lambda s) d u\right) d E_{t} \otimes d F_{s} \\
=\lambda^{\alpha+1} \int_{I} \int_{I}(s-t) \int_{0}^{1} u^{\alpha} f^{\prime}((1-u \lambda) t+\lambda u s) d u d E_{t} \otimes d F_{s} \\
-(1-\lambda)^{\alpha+1} \int_{I} \int_{I}(s-t) \int_{0}^{1} u^{\alpha} f^{\prime}(u(1-\lambda) t+(\lambda u+1-u) s) d u d E_{t} \otimes d F_{s}
\end{gathered}
$$

By utilizing Lemma 1 for appropriate choices of the functions involved, we have successively

$$
\begin{aligned}
& \int_{I} \int_{I}\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) t+\lambda s) d E_{t} \otimes d F_{s} \\
& =\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) A \otimes 1+\lambda 1 \otimes B)
\end{aligned}
$$

By utilizing Lemma 1 and Fubini's Theorem for appropriate choices of the functions involved, we have successively

$$
\begin{gathered}
\int_{I} \int_{I} \int_{0}^{1} f((1-\lambda)(1-u) t+(u+(1-u) \lambda) s)(1-u)^{\alpha-1} d u d E_{t} \otimes d F_{s} \\
=\int_{0}^{1}(1-u)^{\alpha-1} \int_{I} \int_{I} f((1-\lambda)(1-u) t+(u+(1-u) \lambda) s) d E_{t} \otimes d F_{s} d u \\
=\int_{0}^{1}(1-u)^{\alpha-1} f((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B) d u \\
\int_{I} \int_{I}(s-t) \int_{0}^{1} u^{\alpha} f^{\prime}((1-u \lambda) t+\lambda u s) d u d E_{t} \otimes d F_{s} \\
=\int_{0}^{1} u^{\alpha} \int_{I} \int_{I}(s-t) f^{\prime}((1-u \lambda) t+\lambda u s) d E_{t} \otimes d F_{s} d u \\
=\int_{0}^{1} u^{\alpha}(1 \otimes B-A \otimes 1) f^{\prime}((1-u \lambda) A \otimes 1+u \lambda 1 \otimes B) d u
\end{gathered}
$$

Using the similar technique in the second term, we obtain the desired equality.
We give our first inequality of the tensorial type utilizing the tensorial equality obtained in Theorem 2.

Theorem 2.2. Assume that $f$ is continuously differentiable on I with $\left\|f^{\prime}\right\|_{I,+\infty}:=$ $\sup _{t \in I}\left|f^{\prime}(t)\right|<+\infty$ and $A, B$ are selfadjoint operators with $S p(A), S p(B) \subset$ $I, \alpha>0$, then

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant\|1 \otimes B-A \otimes 1\|\left(\frac{\lambda^{\alpha+1}}{\alpha+1}+\frac{(1-\lambda)^{\alpha+1}}{\alpha+1}\right)\left\|f^{\prime}\right\|_{I,+\infty}
\end{gathered}
$$

Proof. If we take the operator norm, we get

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
=\| \lambda^{\alpha+1}(1 \otimes B-A \otimes 1) \int_{0}^{1} u^{\alpha} f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B) d u \\
-(1-\lambda)^{\alpha+1}(1 \otimes B-A \otimes 1) \int_{0}^{1} u^{\alpha} f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B) d u \|
\end{gathered}
$$

Using the triangle inequality and the properties of the integral and the norm, we get

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant \lambda^{\alpha+1}\|1 \otimes B-A \otimes 1\|\left\|\int_{0}^{1} u^{\alpha} f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B) d u\right\| \\
+(1-\lambda)^{\alpha+1}\|1 \otimes B-A \otimes 1\|\left\|\int_{0}^{1} u^{\alpha} f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B) d u\right\| \\
\leqslant \lambda^{\alpha+1}\|1 \otimes B-A \otimes 1\| \int_{0}^{1} u^{\alpha}\left\|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right\| d u \\
+(1-\lambda)^{\alpha+1}\|1 \otimes B-A \otimes 1\| \int_{0}^{1} u^{\alpha}\left\|f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B)\right\| d u .
\end{gathered}
$$

Observe that by Lemma 1

$$
\left|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right|=\int_{I} \int_{I}\left|f^{\prime}((1-u \lambda) t+\lambda u s)\right| d E_{t} \otimes d F_{s}
$$

for $\lambda \in[0,1]$ and $t, s \in I$. Since

$$
\left|f^{\prime}((1-u \lambda) t+\lambda u s)\right| \leqslant\left\|f^{\prime}\right\|_{I,+\infty}
$$

for $\lambda \in[0,1]$ and $t, s \in I$. If we take the integral $\int_{I} \int_{I}$ over $d E_{t} \otimes d F_{s}$, then we get

$$
\begin{gathered}
\left|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right| \\
=\int_{I} \int_{I}\left|f^{\prime}((1-u \lambda) t+\lambda u s)\right| d E_{t} \otimes d F_{s} \leqslant\left\|f^{\prime}\right\|_{I,+\infty} \int_{I} \int_{I} d E_{t} \otimes d F_{s}
\end{gathered}
$$

$$
=\left\|f^{\prime}\right\|_{I,+\infty}
$$

for $\lambda \in[0,1]$ and $t, s \in I$. This implies that

$$
\left\|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right\| \leqslant\left\|f^{\prime}\right\|_{I,+\infty}
$$

for $\lambda \in[0,1]$, similarly we have

$$
\left\|f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B)\right\| \leqslant\left\|f^{\prime}\right\|_{I,+\infty}
$$

Which combined gives us the following

$$
\begin{gathered}
\lambda^{\alpha+1}\|1 \otimes B-A \otimes 1\| \int_{0}^{1} u^{\alpha}\left\|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right\| d u \\
+(1-\lambda)^{\alpha+1}\|1 \otimes B-A \otimes 1\| \int_{0}^{1} u^{\alpha}\left\|f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B)\right\| d u \\
\leqslant \lambda^{\alpha+1}\|1 \otimes B-A \otimes 1\| \int_{0}^{1} u^{\alpha}\left\|f^{\prime}\right\|_{I,+\infty} d u \\
+(1-\lambda)^{\alpha+1}\|1 \otimes B-A \otimes 1\| \int_{0}^{1} u^{\alpha}\left\|f^{\prime}\right\|_{I,+\infty} d u
\end{gathered}
$$

Solving the resulting integrals and simplifying, we obtain the desired result.

Corollary 2.3. Setting $\alpha=1$ we obtain the inequality given by Dragomir [15], namely

$$
\begin{gathered}
\left\|f((1-\lambda) A \otimes 1+\lambda 1 \otimes B)-\int_{0}^{1} f((1-u) A \otimes 1+u 1 \otimes B) d u\right\| \\
\leqslant\left\|f^{\prime}\right\|_{I,+\infty}\left[\frac{1}{4}+\left(\lambda-\frac{1}{2}\right)^{2}\right]\|1 \otimes B-A \otimes 1\|
\end{gathered}
$$

Proof. Note that the second term on the left hand side in Theorem 2.2, before introducing the substitutions in Lemma 1.10 and separating them is exactly the second term in the inequality on the left hand side.
Theorem 2.4. Assume that $f$ is continuously differentiable on $I$ with $\left|f^{\prime}\right|$ is convex on $I, A$ and $B$ are selfadjoint operators with $S p(A), S p(B) \subset I, \alpha>0$ then

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant\|1 \otimes B-A \otimes 1\|\left(\left\|f^{\prime}(A)\right\| \lambda^{\alpha+1}\left(\frac{2 \alpha+3}{p(\alpha)}-\frac{2 \lambda}{\alpha+2}\right)\right. \\
\left.+\left\|f^{\prime}(B)\right\|(1-\lambda)^{\alpha+1}\left(\frac{1}{p(\alpha)}+\frac{2 \lambda}{\alpha+2}\right)\right)
\end{gathered}
$$

for $\lambda \in[0,1]$, where $p(\alpha)=(\alpha+1)(\alpha+2)$.
Proof. Since $\left|f^{\prime}\right|$ is convex on $I$, then we get

$$
\left|f^{\prime}((1-u \lambda) t+\lambda u s)\right| \leqslant(1-u \lambda)\left|f^{\prime}(t)\right|+\lambda u\left|f^{\prime}(s)\right|
$$

for all $\lambda, u \in[0,1]$ and $t, s \in I$.
If we take the integral $\int_{I} \int_{I}$ over $d E_{t} \otimes d F_{s}$, then we get

$$
\begin{gathered}
\left.\left|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right|=\int_{I} \int_{I} \mid f^{\prime}((1-u \lambda) t+\lambda u s)\right) \mid d E_{t} \otimes d F_{s} \\
\leqslant \int_{I} \int_{I}\left((1-u \lambda)\left|f^{\prime}(t)\right|+\lambda u\left|f^{\prime}(s)\right|\right) d E_{t} \otimes d F_{s} \\
=(1-u \lambda)\left|f^{\prime}(A)\right| \otimes 1+u \lambda 1 \otimes\left|f^{\prime}(B)\right|
\end{gathered}
$$

for all $u, \lambda \in[0,1]$.
If we take the norm in the inequality, we get the following

$$
\begin{gathered}
\left\|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right\| \leqslant\left\|(1-u \lambda)\left|f^{\prime}(A)\right| \otimes 1+u \lambda 1 \otimes\left|f^{\prime}(B)\right|\right\| \\
\leqslant(1-u \lambda)\left\|\left|f^{\prime}(A)\right| \otimes 1\right\|+u \lambda\left\|1 \otimes\left|f^{\prime}(B)\right|\right\| \\
=(1-u \lambda)\left\|f^{\prime}(A)\right\|+u \lambda\left\|f^{\prime}(B)\right\|
\end{gathered}
$$

Similarly, we get

$$
\left\|f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B)\right\| \leqslant u(1-\lambda)\left\|f^{\prime}(A)\right\|+(\lambda u+1-u)\left\|f^{\prime}(B)\right\| .
$$

Which when applied to the inequality obtained in the previous Theorem, we obtain the following

$$
\begin{gathered}
\int_{0}^{1} u^{\alpha}\left\|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right\| d u \\
\leqslant \int_{0}^{1} u^{\alpha}\left((1-u \lambda)\left\|f^{\prime}(A)\right\| \otimes 1+\lambda u\left\|f^{\prime}(B)\right\|\right) d u \\
\int_{0}^{1} u^{\alpha}\left\|f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B)\right\| d u \\
\leqslant \int_{0}^{1} u^{\alpha}\left(u(1-\lambda)\left\|f^{\prime}(A)\right\|+(\lambda u+1-u)\left\|f^{\prime}(B)\right\|\right) d u
\end{gathered}
$$

Which when simplified after integrating the terms, we obtain the original inequality.

Corollary 2.5. Setting $\alpha=1$ and $\lambda=\frac{1}{2}$ in the previously obtained Theorem, we obtain the inequality given by Dragomir [15]

$$
\begin{gathered}
\left\|f((1-\lambda) A \otimes 1+\lambda 1 \otimes B)-\int_{0}^{1} f((1-u) A \otimes 1+u 1 \otimes B) d u\right\| \\
\leqslant \frac{1}{8}\|1 \otimes B-A \otimes 1\|\left(\left\|f^{\prime}(A)\right\|+\left\|f^{\prime}(B)\right\|\right)
\end{gathered}
$$

We recall that the function $f: I \rightarrow \mathbb{R}$ is quasi-convex, if

$$
f((1-\lambda) t+\lambda s) \leqslant \max \{f(t), f(s)\}=\frac{1}{2}(f(t)+f(s)+|f(t)-f(s)|)
$$

for all $t, s \in I$ and $\lambda \in[0,1]$.
Theorem 2.6. Assume that $f$ is continuously differentiable on $I$ with $\left|f^{\prime}\right|$ is quasi-convex on $I, A$ and $B$ are selfadjoint operators with $\operatorname{Sp}(A), \operatorname{Sp}(B) \subset I, \alpha>$ 0 then

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) f((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} f((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} f(((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant\|1 \otimes B-A \otimes 1\|\left(\frac{\lambda^{\alpha+1}}{2(\alpha+1)}\right. \\
+\frac{(1-\lambda)^{\alpha+1}}{2(\alpha+1)}\left(\left\|\left|f^{\prime}(A)\right| \otimes 1+1 \otimes\left|f^{\prime}(B)\right|\right\|+\left\|\left|f^{\prime}(A)\right| \otimes 1-1 \otimes\left|f^{\prime}(B)\right|\right\|\right)
\end{gathered}
$$

Proof. Since $\left|f^{\prime}\right|$ is quasi-convex on $I$, then we get

$$
\left|f^{\prime}((1-u \lambda) t+\lambda u s)\right| \leqslant \frac{1}{2}\left(\left|f^{\prime}(t)\right|+\left|f^{\prime}(s)\right|+\left|\left|f^{\prime}(t)-\left|f^{\prime}(s)\right|\right|\right)\right.
$$

for all $\lambda \in[0,1]$ and $t, s \in I$.
If we take the integral $\int_{I} \int_{I}$ over $d E_{t} \otimes d F_{s}$, then we get

$$
\begin{gathered}
\left|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right| \\
=\int_{I} \int_{I}\left|f^{\prime}((1-u \lambda) t+\lambda u s)\right| d E_{t} \otimes d F_{s} \\
\leqslant \frac{1}{2} \int_{I} \int_{I}\left(\left|f^{\prime}(t)\right|+\left|f^{\prime}(s)\right|+\left|\left|f^{\prime}(t)-\left|f^{\prime}(s)\right|\right|\right) d E_{t} \otimes d F_{s}\right. \\
=\frac{1}{2}\left(\left|f^{\prime}(A)\right| \otimes 1+1 \otimes\left|f^{\prime}(B)\right|+\left|\left|f^{\prime}(A)\right| \otimes 1-1 \otimes\right| f^{\prime}(B)| |\right)
\end{gathered}
$$

for all $\lambda \in[0,1]$.
If we take the norm, then we get

$$
\begin{gathered}
\left\|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right\| \\
\leqslant \frac{1}{2}\left\|\left(\left|f^{\prime}(A)\right| \otimes 1+1 \otimes\left|f^{\prime}(B)\right|+\left|\left|f^{\prime}(A)\right| \otimes 1-1 \otimes\right| f^{\prime}(B)| |\right)\right\| \\
\leqslant \frac{1}{2}\left(\left\|| | f^{\prime}(A)|\otimes 1+1 \otimes| f^{\prime}(B)|\|+\|| f^{\prime}(A)|\otimes 1-1 \otimes| f^{\prime}(B) \mid\right\|\right)
\end{gathered}
$$

for all $\lambda \in[0,1]$. In a similar way, we obtain

$$
\begin{gathered}
\left\|f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B)\right\| \\
\leqslant \frac{1}{2}\left\|\left(\left|f^{\prime}(A)\right| \otimes 1+1 \otimes\left|f^{\prime}(B)\right|+\left|\left|f^{\prime}(A)\right| \otimes 1-1 \otimes\right| f^{\prime}(B)| |\right)\right\| \\
\leqslant \frac{1}{2}\left(\left\|\left|f^{\prime}(A)\right| \otimes 1+1 \otimes\left|f^{\prime}(B)\right|\right\|+\left\|\left|f^{\prime}(A)\right| \otimes 1-1 \otimes\left|f^{\prime}(B)\right|\right\|\right)
\end{gathered}
$$

Using these inequalities in the inequality obtained during Theorem 5, we obtain the following

$$
\begin{gathered}
\int_{0}^{1} u^{\alpha}\left\|f^{\prime}((1-u \lambda) A \otimes 1+\lambda u 1 \otimes B)\right\| d u \\
\leqslant \int_{0}^{1} u^{\alpha} \frac{1}{2}\left(\left\|\left|f^{\prime}(A)\right| \otimes 1+1 \otimes\left|f^{\prime}(B)\right|\right\|+\left\|\left|\left|f^{\prime}(A)\right| \otimes 1-1 \otimes\right| f^{\prime}(B) \mid\right\|\right) d u \\
\int_{0}^{1} u^{\alpha}\left\|f^{\prime}(u(1-\lambda) A \otimes 1+(\lambda u+1-u) 1 \otimes B)\right\| d u \leqslant \\
\int_{0}^{1} u^{\alpha} \frac{1}{2}\left(\left\|\left|f^{\prime}(A)\right| \otimes 1+1 \otimes\left|f^{\prime}(B)\right|\right\|+\left\|\left|f^{\prime}(A)\right| \otimes 1-1 \otimes\left|f^{\prime}(B)\right|\right\|\right) d u
\end{gathered}
$$

Which when simplified, we obtain the desired inequality.

## 3. Some comments

Corollary 3.1. If $A, B$ are selfadjoint operators with $S p(A), S p(B) \subset[m, M]$ and $1 \otimes B-A \otimes 1$ is invertible, then by Theorem 2.2, we get

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) \exp ((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} \exp ((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} \exp (((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant\|1 \otimes B-A \otimes 1\|\left(\frac{\lambda^{\alpha+1}}{\alpha+1}+\frac{(1-\lambda)^{\alpha+1}}{\alpha+1}\right) \exp (M)
\end{gathered}
$$

Corollary 3.2. Since for $f^{\prime}(t)=\exp (t) ; t \in \mathbb{R}$, is convex, then by Theorem 2.4 we get

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) \exp ((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha} \int_{0}^{1} \exp ((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u\right. \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} \exp (((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant\|1 \otimes B-A \otimes 1\|\left(\|\exp (A)\| \lambda^{\alpha+1}\left(\frac{2 \alpha+3}{p(\alpha)}-\frac{2 \lambda}{\alpha+2}\right)\right.
\end{gathered}
$$

$$
\left.+\|\exp (B)\|(1-\lambda)^{\alpha+1}\left(\frac{1}{p(\alpha)}+\frac{2 \lambda}{\alpha+2}\right)\right)
$$

If $\alpha, \lambda=\frac{1}{2}$, then we get

$$
\begin{gathered}
\| \sqrt{2} \exp \left(\frac{A \otimes 1+1 \otimes B}{2}\right) \\
-\left(\frac{1}{2}\right)\left(\frac{1}{\sqrt{2}} \int_{0}^{1} \exp \left(\left(\frac{1}{2}\right)(1-u) A \otimes 1+\left(u+(1-u)\left(\frac{1}{2}\right)\right) 1 \otimes B\right)(1-u)^{-\frac{1}{2}} d u\right. \\
\left.+\frac{1}{\sqrt{2}} \int_{0}^{1} u^{-\frac{1}{2}} \exp \left(\left((1-u)+u\left(\frac{1}{2}\right)\right) A \otimes 1+u\left(\frac{1}{2}\right) 1 \otimes B\right) d u\right) \| \\
\leqslant \frac{1}{3 \times \sqrt{2}}\|1 \otimes B-A \otimes 1\|(\|\exp (A)\|+\|\exp (B)\|)
\end{gathered}
$$

Corollary 3.3. Choosing $f(t)=\exp (t) ; t \in \mathbb{R}$, and since $\left|f^{\prime}\right|$ is convex, we get by Theorem 2.6

$$
\begin{gathered}
\|\left(\lambda^{\alpha}+(1-\lambda)^{\alpha}\right) \exp ((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\alpha\left((1-\lambda)^{\alpha}\right. \\
\times \int_{0}^{1} \exp ((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{\alpha-1} d u \\
\left.+\lambda^{\alpha} \int_{0}^{1} u^{\alpha-1} \exp (((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant\|1 \otimes B-A \otimes 1\|\left(\frac{\lambda^{\alpha+1}}{2(\alpha+1)}\right. \\
+\frac{(1-\lambda)^{\alpha+1}}{2(\alpha+1)}(\||\exp (A)| \otimes 1+1 \otimes|\exp (B)|\|+\||\exp (A)| \otimes 1-1 \otimes|\exp (B)|\|)
\end{gathered}
$$

Setting $\alpha=\frac{1}{2}$ we obtain the following

$$
\begin{gathered}
\|\left(\lambda^{\frac{1}{2}}+(1-\lambda)^{\frac{1}{2}}\right) \exp ((1-\lambda) A \otimes 1+\lambda 1 \otimes B) \\
-\frac{1}{2}\left((1-\lambda)^{\frac{1}{2}}\right. \\
\times \int_{0}^{1} \exp ((1-\lambda)(1-u) A \otimes 1+(u+(1-u) \lambda) 1 \otimes B)(1-u)^{-\frac{1}{2}} d u \\
\left.+\lambda^{\frac{1}{2}} \int_{0}^{1} u^{-\frac{1}{2}} \exp (((1-u)+u(1-\lambda)) A \otimes 1+u \lambda 1 \otimes B) d u\right) \| \\
\leqslant\|1 \otimes B-A \otimes 1\|^{\frac{1}{2}}\left(\frac{\lambda^{\frac{3}{2}}}{3}\right.
\end{gathered}
$$

$$
\begin{gathered}
(\|||\exp (A)| \otimes 1+1 \otimes| \exp (B)|\|+|||\exp (A)| \otimes 1-1 \otimes| \exp (B)|\|) \\
+\frac{(1-\lambda)^{\frac{3}{2}}}{3}(\||\exp (A)| \otimes 1+1 \otimes|\exp (B)|| |+|||\exp (A)| \otimes 1-1 \otimes| \exp (B)|\|)
\end{gathered}
$$

## 4. Conclusion

Because they offer a clear mathematical foundation for posing and resolving physical problems in areas like mechanics, electromagnetism, quantum mechanics, and many others, tensors have gained significance in a variety of domains, including physics. As such inequalities are crucial in numerical aspects. Reflected in this work is the tensorial version of a Lemma given by Set [27], which as a consequence enabled us to generalize the results from Dragomir [15]. New Ostrowski type inequalities are given, as well as consequences showing our generalization. Examples of specific convex functions and their inequalities using our results are given in the section some examples and consequences. Plans for additional research can be seen in the fact that various techniques can be used to refine or generalize the inequalities found in this work. Combining the methods presented in this study with other methods for Hilbert space inequalities offers an intriguing viewpoint. One approach is the Mond-Pecaric inequality method, which is what we shall focus on.

## References

1. Afzal, W.; Abbas, M.; Mac’ısas-D́ıaz, J.E.; Treant, `a, S. Some H-Godunova-Levin Function Inequalities Using Center Radius (Cr) Order Relation. Fractal Fract. 2022, 6, 518. https://doi.org/10.3390/fractalfract6090518
2. Afzal, W.; Alb Lupas, A.; Shabbir, K. Hermite-Hadamard and Jensen-Type Inequalities for Harmonical (h1, h2)-Godunova-Levin Interval-Valued Functions. Mathematics 2022, 10, 2970. https://doi.org/10.3390/math10162970
3. Afzal, W., Khurram Shabbir, Savin Treant, 」a, Kamsing Nonlaopon. Jensen and HermiteHadamard type inclusions for harmonical h-Godunova-Levin functions[J]. Aims Mathematics, 2023, 8(2): 3303-3321. https://doi.org/10.3934/math. 2023170
4. Alomari, M., Darus, M., Dragomir, S.S, Cerone, P. Ostrowski type inequalities for functions whose derivatives are -convex in the second sense, Applied Mathematics Letters Volume 23, Issue 9, September 2010, Pages 1071-1076. https://doi.org/10.1016/j.aml. 2010. 04.038
5. Araki, H. and Hansen, F. Jensenís operator inequality for functions of several variables, Proc. Amer. Math. Soc. 128 (2000), No. 7, 20
6. Butt, S.I.; Tariq, M.; Aslam, A.; Ahmad, H.; Nofal, T.A. Hermite-Hadamard type inequalities via generalized harmonic exponential convexity and applications. J. Funct. Spaces 2021, 2021, 5533491. https://doi.org/10.1155/2021/5533491
7. Chandola A., Agarwal R., Pandey M. R., Some New Hermite-Hadamard, Her-mite-Hadamard Fejer and Weighted Hardy Type Inequalities Involving (k-p) RiemannLiouville Fractional Integral Operator, Appl. Math. Inf. Sci. 16, No. 2, 287-297 (2022). https://doi.org/10.18576/amis/160216
8. Chen, H., Katugampola, U.N. Hermite-Hadamard and Hermite-Hadamard-Fejr type inequalities for generalized fractional integrals. J. Math. Anal. Appl. 2017, 446, 1274-1291. https://doi.org/10.1016/j.jmaa.2016.09..018
9. Dragomir, S. S. An inequality improving the Örst Hermite-Hadamard inequality for convex functions defined on linear spaces and applications for semi-inner products. Journal of Inequalities in Pure Applied Mathematics, Volume: 3 (2002), Issue: 2, Paper No. 31, 8 p.
10. Dragomir, S. S. An inequality improving the second Hermite-Hadamard inequality for convex functions defined on linear spaces and applications for semi-inner products. Journal of Inequalities in Pure Applied Mathematics, Volume: 3 (2002), Issue: 3, Paper No.
11. Dragomir, S. S. Bounds for the normalized Jensen functional, Bull. Austral. Math. Soc. 74(3)(2006), 417-478. https://doi.org/10.1017/S000497270004051X
12. Dragomir, S. S. A note on Youngís inequality, Revista de la Real Academia de Ciencias Exactas, FÌsicas y Naturales. Serie A. Matematicas 111 (2017), no. 2, 349-354. DOI 10.1007/s13398-016-0300-8
13. Dragomir, S. S. P. Cerone and A. Sofo, Some remarks on the trapezoid rule in numerical integration, Indian J. Pure Appl. Math. 31 (2000)
14. Dragomir, S. S. Tensorial Norm Inequalities For Taylor's Expansions Of Functions Of Selfadjoint Operators In Hilbert Spaces, ResearchGate, November 2022.
15. Dragomir, S. S. An Ostrowski Type Tensorial Norm Inequality For Continuous Functions Of Selfadjoint Operators In Hilbert Spaces, Researchgate, November 2022.
16. Dragomir, S.S. Hermite-Hadamard's Type Inequalities for Convex Functions of Selfadjoint Operators in Hilbert Spaces, Linear Algebra and its Applications 436(5):1503-1515. https: //doi.org/10.1016/j.laa.2011.08.050
17. Dragomir, S.S. The Hermite-Hadamard type Inequalities for Operator Convex Functions, Applied Mathematics and Computation Volume 218, Issue 3, 1 October 2011, Pages 766772. https://doi.org/10.1016/j.amc.2011.01.056
18. Feng, J., Li, X. (2014). Some properties on certain new subclasses of analytic functions. Gulf Journal of Mathematics, 2(2). https://doi.org/10.56947/gjom.v2i2. 200
19. Guo. H., What Are Tensors Exactly?, World Scientific, June 2021, https://doi.org/10. 1142/12388
20. Hezenci, F., Budak, H. Kara, H. New version of fractional Simpson type inequalities for twice differentiable functions. Adv Differ Equ 2021, 460 (2021). https://doi.org/10. 1186/s13662-021-03615-2
21. Koranyi, A. On some classes of analytic functions of several variables. Trans. Amer. Math. Soc., 101 (1961), 520-554.
22. Mir, M. Y., Shah, W. M. (2022). Inequalities for a class of composite polynomials. Gulf Journal of Mathematics, 14(1), 139-147. https://doi.org/10.56947/gjom.v14i1.946
23. Mitrinović, D. S. Analytic Inequalities, Springer-Verlag, Berlin, 1970.
24. Ostrowski, A. Uber die Absolutabweichung einer di§erentienbaren Funktionen von ihren Integralmittelwert, Comment. Math. Hel, 10 (1938), 226-227.
25. Pečarić J., Proschan F., Tong Y., Convex Functions, Partial Orderings, and Statistical Applications, Academic Press, INC, United States of America, 1992. https://doi.org/ 10.1016/s0076-5392(08) x6162-4
26. Sarikaya,M.Z, E. Set, Özdemir, M.E. Computers \& Mathematics with Applications Volume 60, Issue 8, October 2010, Pages 2191-2199. https://doi.org/10.1016/j.camwa. 2010. 07.033
27. Set, E. New inequalities of Ostrowski type for mappings whose derivatives are s-convex in the second sense via fractional integrals, Computers Mathematics with Applications, Volume 63, Issue 7, April 2012, Pages 1147-1154. https://doi.org/10.1016/j.camwa. 2011.12.023
28. Stojiljković, V.; Ramaswamy, R.; Abdelnaby, O.A.A.; Radenović, S. Some Novel Inequalities for LR-(k,h-m)-p Convex Interval Valued Functions by Means of Pseudo Order Relation. Fractal Fract. 2022, 6, 726. https://doi.org/10.3390/fractalfract6120726
29. Stojiljković, V.; Ramaswamy, R.; Alshammari, F.; Ashour, O.A.; Alghazwani, M.L.H. Radenović, S. Hermite-Hadamard Type Inequalities Involving (k-p) Fractional Operator for Various Types of Convex Functions. Fractal Fract. 2022, 6, 376. https://doi.org/10. 3390/fractalfract6070376
30. Stojiljković, V.; Ramaswamy, R.; Ashour Abdelnaby, O.A.; Radenović, S. Riemann Liouville Fractional Inclusions for Convex Functions Using Interval Valued Setting. Mathematics 2022, 10, 3491. https://doi.org/10.3390/math10193491
31. Stojiljković, V.; Ramaswamy, R.; Abdelnaby, O.A.A.; Radenović, S. Some Refinements of the Tensorial Inequalities in Hilbert Spaces. Symmetry 2023, 15, 925. https://doi.org/ 10.3390/sym15040925
32. Stojiljkovic, V. (2023). Twice Differentiable Ostrowski Type Tensorial Norm Inequality for Continuous Functions of Selfadjoint Operators in Hilbert Spaces', Electronic Journal of Mathematical Analysis and Applications, 11(2), pp. 1-15. https://doi:10.21608/ejmaa. 2023.199881. 1014
33. Stojiljkovic, V. . (2023). Twice Differentiable Ostrowski Type Tensorial Norm Inequality for Continuous Functions of Selfadjoint Operators in Hilbert Spaces. European Journal of Pure and Applied Mathematics, 16(3), 1421-1433. https://doi.org/10.29020/nybg. ejpam.v16i3.4843
34. Yang, Z.-H. (2014). New sharp Jordan type inequalities and their applications. Gulf Journal of Mathematics, 2(1). https://doi.org/10.56947/gjom.v2i1. 185
${ }^{1}$ University of Novi Sad, Novi Sad, Serbia.
Email address: vuk.stojiljkovic999@gmail.com
2 Department of Mathematics, College of Sport Health and Engineering, Victoria University Melbourne City, ViC 8001, Australia

Email address: Sever.Dragomir@vu.edu.au


[^0]:    Date: Received: Jun 12, 2023; Accepted: Oct 8, 2023.

    * Corresponding author.

    2020 Mathematics Subject Classification. Primary 26D05,26D07 Secondary 26D20.
    Key words and phrases. Tensorial product, Selfadjoint operators, Convex functions.

