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A B S T R A C T   

This paper aims to develop a unique artificial neural network (ANN)-based equation as well as MATLAB- and 
Python-based graphical user interfaces (GUIs) using the most comprehensive and up-to-date database for pre
dicting the behaviour of axially loaded concrete-filled double skin tubular (CFDST) short and slender columns 
with normal- and high-strength materials. Two machine learning (ML) methods, which are ANN and extreme 
gradient boosting (XGBoost), are trained and tested using 1721 sets of data, with 129 of them collected from 
experimental studies and 1592 generated by finite element (FE) simulations. The accuracy of the developed ML 
models is assessed through comparing their predictions with the experimental and FE results. To demonstrate the 
effect of each parameter on the predicted results, the SHapley Additive exPlanations (SHAP) method is used. The 
developed ML models are also used to conduct parametric studies to examine the effect of geometric and material 
parameters on the predicted results. The accuracy of the ML models and the proposed ANN-based equation in 
predicting the ultimate axial capacity of CFDST columns is compared with that of six design methods including 
two design code provisions and four design equations proposed by researchers. A numerical example is presented 
to illustrate the design procedure of the CFDST column using the proposed ANN-based equation. The results 
indicate that the ANN model performs better on unseen data than the XGBoost model with lower root mean 
square error for the test set. The results also show that the ML models and the proposed ANN-based equation are 
superior to the other design models in prediction accuracy.   

1. Introduction 

A concrete-filled double skin tubular (CFDST) column is constructed 
with concrete sandwiched between two metal tubes (an outer tube and 
an inner tube). These hollow-core composite columns share the same 
advantages as concrete-filled steel tubular (CFST) columns, such as good 
ductility, energy dissipation, and high axial capacity [1,2]. In addition, 
due to the hollow middle section, CFDST columns are lighter and possess 
higher bending stiffness and fire resistance than CFST members [3–5]. 
The structural behaviour of CFDST columns has been experimentally 
and numerically investigated by researchers. Li and Cai [6] conducted 
experimental and numerical studies on CFDST stub columns made of 
high-strength outer tube and normal-strength inner tube. It was 

observed that using high-strength outer tube led to an increase in 
strength and ductility of the specimens. It was also shown that finite 
element (FE) simulation could reasonably predict the behaviour of 
CFDST stub columns. The effect of compressive strength of concrete on 
the behaviour of CFDST columns was investigated by Yan et al. [7]. Test 
results showed that specimens filled with higher-strength concrete 
exhibited lower ductility but higher initial stiffness and axial strength. In 
addition, increasing the yield strength and thickness of the outer tube 
could improve the axial strength of CFDST columns. Yan and Zhao [8] 
tested 24 circular CFDST stub columns and developed a formula for the 
prediction of the axial strength of such columns. The test observations 
demonstrated that the confinement effect on the sandwiched concrete in 
circular CFDST columns with high-strength concrete and high-strength 
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steel was not significant. The main failure modes of the specimens were 
the outward local buckling of the outer tube and inward local buckling 
of the inner tube. 

Due to the internal hollow steel tube in CFDST columns, the 
confinement mechanism of CFDST columns differs from that of con
ventional CFST columns [4]. Although three widely used design codes, 
AISC 360–16 [9], Eurocode 4 [10] and AS/NZS 5100.6 [11], provide 
design equations for CFST columns, they do not address the design of 
CFDST columns. Based on the superposition method and confinement 
coefficient, various design formulas have been proposed by researchers 
for the prediction of the ultimate axial capacity of CFDST columns [8,12, 
13]. Generally, design equations for calculating the ultimate axial ca
pacity of CFDST columns were derived from simplified analytical 
models, which were then adjusted using empirical constants to match 
experimental data. The literature indicates varying levels of accuracy 
associated with these equations. However, the machine learning (ML) 
models can yield higher accuracy in predicting the behaviour of struc
tural members than conventional methods. Developing ML models such 
as artificial neural network (ANN) and extreme gradient boosting 
(XGBoost) for predicting the behaviour of structural members has been 
considered a reliable and robust approach [14,15]. The ML-based pre
dictive model is capable of solving problems by identifying patterns in 
data. The application of ML algorithms in predicting the axial capacity of 
CFST columns has been well-researched. Degtyarev and Thai [16] 
developed and trained five boosting algorithms using 3208 test data to 
predict the ultimate capacity of rectangular and circular CFST columns 
subjected to axial compression or eccentric compression. It was 
observed that the ML models exhibited higher accuracy in predicting the 
ultimate capacity of CFST columns than existing design provisions. Hou 
and Zhou [17] developed and trained four predictive models using 2045 
test data to predict the axial compression capacity of circular CFST 
columns subjected to axial compression. The results of the study showed 
that the ML models accurately and reliably predicted the axial capacity 
of circular CFST columns. Zarringol et al. [18], Naser et al. [19], Zhou 
et al. [20] and Ren et al. [21] have also employed ML models to 
determine the strengths of CFST columns. On the other hand, very 
limited studies have been carried out on ML models for predicting the 
strengths of CFDST columns. Joo and Sofi [22] used a database with 233 
samples to train ANNs for estimating the axial capacity of CFDST col
umns with different cross-sectional shapes. They reported that the pro
posed ANN model could accurately ascertain the axial capacity of CFDST 
stub columns. 

In this study, two ML algorithms, XGBoost and ANN, are employed to 
predict the axial capacity of circular CFDST columns fabricated with 
carbon steel. To train and test the ML models, the experimental results of 
129 circular CFDST columns subjected to axial compression and 1592 
numerical simulations generated from a validated FE model are used. 
The hyperparameters of the algorithms are tuned to achieve the best 
performance. The SHAP method is also used to identify the importance 
of the input features, as well as to illustrate their positive or negative 
effects on the predicted results. A parametric study is performed to 
assess the capability of the ML models in capturing the effects of the 
geometric and material parameters on their predictions. Using the 
trained ML models, an ANN-based equation and MATLAB- and Python- 
based GUIs are developed for predicting the ultimate axial capacity of 
circular CFDST short and slender columns. The accuracy of two design 
code provisions and four design formulas for circular CFDST columns is 
compared with that of the developed ML models and the proposed ANN- 
based equation. A numerical example is provided to illustrate the 
calculation of the ultimate axial capacity of CFDST short and slender 
columns using the proposed ANN-based equation. 

2. Experimental database 

To predict the ultimate axial capacity of circular CFDST columns 
using ML algorithms, a database consisting of 129 experimental results 

was compiled. Only CFDST columns made of carbon steel without any 
internal stiffeners were selected. In addition, the compressive strength of 
the core concrete was based on the cylinder tests. If a study reported the 
cube compressive strength, it was converted to the compressive strength 
of cylinder using an expression proposed by Mansur and Islam [23]. The 
range of geometric and material parameters covered in the test database 
is shown in Fig. 1. Table 1 summarises the classification of the specimens 
based on the section slenderness, column slenderness, and material 
strengths. In the figure and table, f′

c is the compressive cylinder strength 
of concrete, fy is the yield strength of the steel tube, L is the length of the 
column, D and t are the diameter and thickness of the steel tube, and λ∗ is 
the section slenderness coefficient calculated as follows [9]: 

λ∗ =
{

Do
/

to
(
fyo
/

Eso
)

for outer steel tubes
Di
/

ti
(
fyi
/

Esi
)

for inner steel tubes (1)  

where Es is the modulus of elasticity of the steel material and the sub
scripts “o” and “i" refer to the outer and inner steel tubes, respectively. As 
shown in Fig. 1, while the specimens had Do/to ratios ranging from 24 to 
100 and Di/ti ratios from 16 to 55, most tests were conducted on col
umns with Do/to and Di/ti ratios less than 80 and 40, respectively. The 
section slenderness coefficient of the outer steel tube varied between 
0.04 and 0.20. However, a significant number of outer steel tubes (i.e., 
95% of all columns) had compact sections (i.e., λ∗o≤0.15). In the data
base, almost all inner steel tubes had compact sections, and only one 
inner steel tube had a non-compact section. The compressive strength of 
the sandwiched concrete ranged from 14 MPa to 100 MPa, with 73% of 
the specimens filled with normal strength concrete. The yield strength of 
the steel tubes varied from 270 MPa to 770 MPa, and most of the CFDST 
columns were made of normal strength materials. The length-to- 
diameter ratio for most columns ranged from 1 to 4. 

The performance of ML models is highly dependent on the quantity 
and quality of the training data. For instance, training a ML model with 
the discussed experimental data cannot lead to satisfactory predictions 
for CFDST columns with non-compact inner steel tube since only one 
specimen in the training dataset had such characteristic. Therefore, 
additional CFDST columns with different geometry and material prop
erties were simulated using the FE method to fill the gaps in the 
experimental database. 

3. FE simulation 

In this study, the FE programme ABAQUS [24] was used to develop 
the FE model for determining the ultimate axial capacity and behaviour 
of axially loaded CFDST columns. The developed FE model was then 
employed to generate additional data for training and testing the ML 
models. The details of the FE model are described as follows. 

3.1. Constitutive material models for concrete 

Fig. 2 shows a typical stress state for circular CFDST columns under 
axial compression. As can be noticed, the sandwiched concrete is sub
jected to the lateral pressures from the outer and inner steel tubes (i.e., 
for and fir), where these lateral pressures provide confinement to the 
sandwiched concrete [25]. In the figure, fcθ, foθ, and fiθ are the circum
ferential stresses of the sandwiched concrete, outer and inner steel tubes, 
respectively. In CFDST columns, the void ratio χ, which is defined as the 
ratio of the outside diameter of the inner steel tube to the inside diam
eter of the outer steel tube, has a significant effect on the performance of 
the columns. Tao et al. [26] reported that for CFDST columns with a void 
ratio less than or equal to 0.8, the confined state of the sandwiched 
concrete was the same as the core concrete in CFST columns. This means 
that the confinement effect on the sandwiched concrete is provided only 
by the outer steel tube, while the inner steel tube acts as if it stands 
alone. This concept has been adopted by researchers [27,28] to model 
stress-strain σ-ε behaviour of the sandwiched concrete in CFDST 
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columns using the model proposed by Han et al. [29] for CFST columns. 
On the other hand, Liang [4] proposed a stress-strain model which 
considers the confinement effect induced by both the outer and inner 
steel tubes on the sandwiched concrete in a CFDST column by intro
ducing the lateral confining pressure (fr) taking a value between zero 
and 6.98 MPa. This concept has also been utilized by researchers [30, 
31] for the analysis of CFDST columns. It should be mentioned that both 
models have been used for CFDST columns made of normal, high- and 

ultrahigh- strength materials [6,7,32]. However, the Liang’s model is 
only applicable to columns with 20 ≤ Do/to ≤ 100 and 15 ≤ Di/ti ≤ 55. 
While the Liang’s concrete model was developed using the fibre element 
analysis, the concrete confinement model proposed by Liang [4] can be 
utilized in the nonlinear finite element analysis procedures. Hassanein 
et al. [31] employed the concrete confinement model proposed by Liang 
[4] in the finite element analysis of CFDST columns. 

In this study, both stress-strain models were examined and the one 
that provided the best fit between the simulated and experimental re
sults was used for the FE modelling of 1592 CFDST columns. Table 2 
presents the detailed expressions of the mentioned σ-ε models for cir
cular CFDST columns, where σ and ε are the axial stress and strain of the 
confined concrete, respectively, σ0 = f′

c(N/mm2), f′
c is the character

istic strength of the concrete, ρ=Do/to, τ=Di/ti, Ec is the elastic modulus 
of concrete, and fyo and Aso are the yield strength and the cross-section 
area of the outer steel tube, respectively. The concrete damage plas
ticity (CDP) model available in ABAQUS was used to define the plastic 
mechanical properties of sandwiched concrete. The parameters that 
need to be defined for concrete in the CDP model are the dilation angle 
ψ , ratio of the second stress invariant on the tensile meridian to that on 
the compressive meridian Kc, flow potential eccentricity e, ratio of the 
compressive strength under biaxial loading to uniaxial compressive 
strength fbo/f’c and viscosity parameter ν. In this study, the values of ψ, 
Kc, e, fbo/f’c and ν were taken as 30◦ , 2/3, 0.1, 1.16 and 0.0001, 
respectively [6,33]. The fracture energy-based method was used to 
simulate the behaviour of concrete in tension. The tensile response up to 
10% of f′

c was assumed to be linear [34]. Beyond that, the tensile 
response was modelled as follows [35]: 

Fig. 1. Distribution of the test data.  

Table 1 
Classification of the specimens.  

Property Variables Type Ref. 

Material     
f′
c≤ 50 MPa Normal strength 

[71]  

50< f′
c≤ 100 MPa High-strength 

[71]  
fy ≤460 MPa Normal strength 

[71]  
460 <fy ≤690 MPa High-strength 

[71]  
fy >690 MPa Ultra-high strength 

[71] 
Geometry     

L/Do≤ 4 Stub columns [72]  
L/Do> 4 Slender columns [72]  
λ∗≤ 0.15 Compact sections 

[9]  
0.15 <λ∗≤ 0.19 Non-compact sections 

[9]  
λ∗> 0.19 Slender sections 

[9]  
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Gf = (0.0469d2
max − 0.5dmax + 26)(f ′

c

/
10)

0.7
(N/m) (2)  

where Gf is the fracture energy of concrete and dmax is the maximum 
coarse aggregate size (in mm). The Poisson’s ratio υc of concrete was 
taken as 0.2, and the modulus of elasticity Ec of normal and high strength 
concrete in MPa was calculated as follows [36]: 

Ec =

⎧
⎨

⎩

5056
̅̅̅̅

f ′
c

√

f ′
c ≤ 40MPa

2822
̅̅̅̅

f ′
c

√

+ 14109 f ′
c > 40MPa

(3)  

3.2. Material model for steel 

The modulus of elasticity Es and Poisson’s ratio υs of steel were taken 
as 200 GPa and 0.3, respectively. An elastic-plastic model with multi- 

Fig. 2. Internal stresses in a CFDST column.  

Table 2  
Stress-strain models for confined concrete in CFDST columns with circular sections.  

Equations Ref. 

σ/σ0 =

⎧
⎪⎪⎨

⎪⎪⎩

2(ε/ε0) − (ε/ε0)
2 ε/ε0 ≤ 1

x
β0[(ε/ε0) − 1]2 + (ε/ε0)

ε/ε0 > 1

β0 = (2.36 × 10− 5)
[0.25+(ξ− 0.5)7 ]f′

c
0.5

× 0.5 ≥ 0.12

ε0 = εc + 800ξ0.2 × 10− 6

ξ =
Asofyo

0.25πfck(Do − 2to)2

εc = (1300 + 12.5f′
c) × 10− 6 

[29] 

σ =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

σ′
ccλ(ε/ε′

cc)

λ − 1 + (ε/ε′
cc)

λ ε ≤ ε′
cc

βcσ′
cc + (

εcu − ε
εcu − ε′

cc
)(σ′

cc − βcσ′
cc) ε′

cc < ε ≤ εcu

βcσ′
cc ε > εcu

λ =
Ec

Ec − (σ′
cc/ε′

cc)

σ′
cc = γcf

′
c + 4.1fr

ε′
cc = ε′

c(1 + 20.5
fr

γcf
′
c

)

ε′
c =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0.002 γcf
′
c ≤ 28MPa

0.002 +
γcf

′
c − 28

54000
28 < γcf

′
c ≤ 82MPa

0.003 γcf
′
c > 82MPa

γc = 1.85t− 0.135
c 0.85 ≤ γc ≤ 1.0

fr = 8.525 − 0.166ρ − 0.00897τ + 0.00125ρ2 + 0.00246ρτ − 0.0055τ2 ≥ 0

εcu =

⎧
⎪⎪⎨

⎪⎪⎩

0.03 forρ ≤ 60

0.023 + (100 − ρ)(0.03 − 0.023)/(100 − 60) for60 < ρ ≤ 100

0.02 forρ > 100

βc =

{
1 ρ ≤ 40

k3 ρ > 40

k3 =

{
K3 ifK3 ≥ 0

0.0000339ρ2 − 0.010085ρ + 1.349 ifK3 < 0

K3 = 1.73916 − 0.00862ρ − 0.04731τ − 0.00036ρ2 + 0.00134ρτ − 0.00058τ2  

[4]  
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linear hardening, as presented in Ref. [37], was utilized to define the 
uniaxial σ-ε behaviour of steel, with fy ranging from 200 MP to 800 MPa.  
Fig. 3 shows the stages of the σ-ε model. As shown, the stress-strain 
relationship is linear until yielding, and then the stress remains con
stant between the yield strain εy and the strain at the beginning of strain 
hardening εp. From εp to the ultimate strain εu corresponding to the 
ultimate stress fu, the stress increases in a parabola manner. In ABAQUS, 
the true stress-strain curve should be defined. Therefore, the engineering 
stress-strain curve was converted to the true stress-strain curve using the 
following equations [24]: 

ftr = fnom(1+ εnom) (4)  

εpl
tr = ln(1+ εnom) − ftr

/
Es (5)  

where ftr and fnom are the true and nominal steel stresses, respectively, εpl
tr 

is the true plastic strain and εnom is the nominal strain. 

3.3. Element type and mesh 

The sandwiched concrete was simulated using eight-node solid ele
ments (C3D8R), and the inner and outer steel tubes were modelled using 
four-node shell elements with reduced integration (S4R). The selection 
of element type depends on the geometric complexity and behaviour of 
the materials being modelled. Solid elements (C3D8R) are well suited for 
modelling three-dimensional solid structures like concrete. They can 
capture complex deformations and stress distributions withing the 
concrete. On the other hand, shell elements (S4R) are typically used for 
modelling thin-walled structures like steel tubes. They are computa
tionally efficient and can provide accurate results for modelling steel 
tubes. To determine an optimized mesh size, a mesh convergence study 
was performed. The sensitivity analysis shows that, for stub columns, the 
ideal mesh size is Do/15 in both circumferential and longitudinal di
rections, while for slender columns, the ideal mesh size is Do/15 and Do/ 
10 in the circumferential and longitudinal directions, respectively. Fig. 4 
shows the typical FE meshes used for the analysis of the CFDST column. 

3.4. Boundary conditions and loading 

Rigid body constraints were utilized to tie the top and bottom sur
faces to their corresponding reference points (RPs) located at lower and 
upper surface centres. The boundary conditions were applied to the 
reference points, RP1 and RP2 (see Fig. 4). At the bottom reference point 
(RP2), the displacement and rotation in all directions were constrained 
(i.e., dx = dy = dz = 0 and Rx = Ry = Rz = 0). The same boundary 
conditions were applied to the top reference point (RP1), except that the 
vertical displacement (dz) was free. The load was simulated by applying 
downward displacement to RP1 equivalent to 1/6th of the columns 
length [38]. 

3.5. Interactions between materials and initial imperfection 

The interactions between the sandwiched concrete and steel tubes 
were simulated using the surface-to-surface contact, where the outer and 
inner surfaces of the sandwiched concrete were selected as the slave 
surfaces, whilst the inner surface of the outer steel tube and the outer 
surface of the inner steel tube were set as the master surfaces [38]. The 
hard contact behaviour in the normal direction and the Coulomb friction 
model in the tangent direction with a friction coefficient of 0.6 were 
used in the interaction model [39]. Hard contact behaviour in the 
normal direction means that there is no penetration or overlap between 
the contacting surfaces when they come into contact. In the context of 
CFDST columns, this reflects the physical reality that there should be no 
overlapping or penetration between the concrete and steel surfaces. The 
Coulomb friction model is commonly used in finite element analysis to 
simulate the frictional interaction between materials. In the case of 
CFDST columns, it represents the resistance to sliding or relative motion 
between the concrete and steel surfaces. The initial geometric imper
fection was applied to the FE model by first performing a linear eigen
value buckling analysis of the hollow steel tubes and then using the 
buckling mode shape in the subsequent nonlinear analysis. The ampli
tudes of the imperfection was taken as L/1000 [33]. 

3.6. Verification of the FE model 

In this section, the structural behaviour of the CFDST columns – 
specifically their ultimate axial capacities, load-deflection responses, 
and failure modes as predicted by the FE models – is compared with 
randomly selected experimental results reported by Essopjee and Dundu 
[40], Fan et al. [41], Yang et al. [2], Tao et al. [26], Yan et al. [7], Lu 
et al. [42], Li and Cai [6], Ayough et al. [43] and Zhao et al. [44]. The 
selected specimens covered a wide range of geometric and material 
properties, including the void ratios between 0.34 and 0.70, L/D ratios 
between 3 and 10, concrete compressive strengths between 25 MPa and 
97 MPa, and steel yield strengths between 275 MPa and 770 MPa. This 
selection allowed for qualitative verification of the FE model. Table 3 
shows the geometric and material properties of the specimens, where 
NFE is the predicted ultimate axial capacity from the FE models and the 
superscripts represent the methods used to model σ-ε behaviour of the 
sandwiched concrete. 

The results obtained from the FE models and the tests are given in 
Table 3. As shown, the mean values (μs) of NExp/NHan

FE and NExp/NLiang
FE 

ratios are 1.12 and 1.03, respectively, with the corresponding coefficient 
of variations (CoVs) of 0.09 and 0.05. It can be seen that the FE model 
developed based on Liang’s σ-ε model [4] exhibits higher degree of Fig. 3. Stress-strain model of steel.  

Fig. 4. Mesh of the CFDST column.  
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accuracy in predicting the ultimate axial capacity of CFDST columns 
than the one based on Han et al. σ-ε model [29]. Fig. 5 shows the effects 
of the material strength and void ratio on the FE analysis results. 
Regarding the material strength, the FE model developed based on 
Liang’s σ-ε model yields satisfactory results for the specimens made of 
normal, high- and ultrahigh-strength materials with NExp/NFE ratios 
close to unity. In addition, the FE model developed based on Liang’s σ-ε 
model accurately predicts the ultimate axial capacity of specimen with 
different void ratios. It can be concluded that the FE model imple
menting Liang’s σ-ε model gives better results, which could be attributed 
to the fact that this model considers the confinement effect induced by 
the inner steel tube. Therefore, in this study, the σ-ε model proposed by 
Liang [4] was used to model 1592 CFDST columns. 

Fig. 6 shows a comparison between the load (N) versus axial 
displacement (Δ) curves obtained from the FE analyses based on Liang’s 
[4] and Han’s [29] σ-ε models and those measured experimentally. The 
parameters of the specimens in the figure are presented in Table 3. It can 
be seen that, in general, both FE models perform well in predicting the 
initial stiffness of the specimens. However, the FE model utilizing the σ-ε 
model proposed by Liang [4] exhibits better performance in predicting 
the peak load of the specimens. Regarding the prediction of the 
descending branch of the load-deflection curve, the FE model based on 
the σ-ε model proposed by Han et al. [29] has relatively better perfor
mance. Overall, the discrepancy between the FE and experimental re
sults could be attributed to the fact that FE model depends on material 
models that simplify the complex behaviour of concrete and steel under 
axial compression. These simplifications may not capture all the non
linearities present in real materials, leading to discrepancies. The 
boundary conditions applied in the FE models might not perfectly 
replicate the actual conditions of the experiments. Small differences in 
how the columns were restrained or loaded could result in variations of 
behaviour. Variability in material properties, such as concrete 
compressive strength, steel yield strength, and other material 

characteristics, could exist between specimens in experiments. FE 
models use average material properties that do not account for this 
variability. Experimental testing itself could have variability due to 
factors like fabrication tolerances, measurement errors, and environ
mental conditions which lead to the discrepancy between FE model 
predictions and experimental results [7,45]. 

Fig. 7 illustrates the failure modes of the specimens predicted by the 
FE model. The predicted failure modes of specimen C203–4-76 [2], with 
a L/Do ratio of 2.96 and a χ ratio of 0.39, are outward and inward local 
buckling of the outer and inner tubes, respectively, which align with the 
experimental observations. Short CFDST columns have a relatively low 
slenderness ratio, which is the ratio of the column length (L) to its 
equivalent radius of gyration. As a result, the local buckling of the outer 
and inner steel tubes is the primary mode of failure. These short columns 
are less likely to experience overall buckling because their length is not 
sufficient to develop the necessary buckling mode across the entire 
column height. For specimen CFDST-B0 [43], with a L/Do ratio of 6.06 
and a χ ratio of 0.48, the predicted failure modes are the overall and 
local buckling, which are consistent with the test results. Slender CFDST 
columns have a higher slenderness ratio. Overall buckling becomes 
more critical in longer columns because they have greater opportunities 
to develop a significant lateral displacement model. When a slender 
column is made of non-compact or slender steel sections, it may expe
rience the local and overall interaction buckling. This comparison in
dicates that the FE model accurately captures the failure modes of the 
specimens. It should be noted that the FE models developed based on the 
two mentioned concrete stress-strain models predict the same failure 
modes. 

4. FE database 

To improve the quantity and quality of the data used for training the 
machine learning algorithms, additional data was generated using the 

Table 3  
Geometric and material properties of tested CFDST columns.  

ID Do× to Di× ti χ fyo fyi f’c NExp/NLiang
FE NExp/NHan

FE Ref. 

S152.4-1.5  152.4× 3  76× 2  0.52  549.0  324.0  24.7  1.01  1.01 
[40] 

S165.1-1.5  165.1× 3  76× 2  0.48  516.0  324.0  24.7  1.03  1.03                    

СС4 240-120  240× 4  120× 4  0.52  280.0  280.0  29.0  1.05  1.20 
[41] 

СС4 240-80  240× 4  80× 4  0.34  280.0  280.0  29.0  1.02  1.31                    

C203-4-76  203× 4  76× 4  0.39  711.2  450.0  97.1  1.14  1.27 
[2] 

C300-6-203B  300× 6  203× 4  0.70  770.5  711.2  97.1  1.05  1.06                    

cc5a  114× 3  58× 3  0.54  294.5  374.5  39.84  1.06  1.20 
[26] 

cc6a  240× 3  114× 3  0.49  275.9  294.5  39.84  0.95  1.10  
cc7a  300× 3  165× 3  0.56  275.9  320.5  39.84  1.04  1.09                    

C4-83-0.46-3.7-2  165.2× 3.69  76.4× 2.80  0.48  357.7  385.6  90.7  0.93  0.99 
[7] 

C9-83-0.46-6.0-2  165× 6.01  75.9× 2.78  0.50  428.6  385.6  90.7  1.03  1.08                    

C2-C4-SCC1-Ref  219.1× 5.0  101.6× 3.2  0.49  426  426  46.6  1.06  1.12 
[42]                   

C2-1  356× 5.50  168× 3.30  0.49  618  357  39  1.01  1.01 
[6]                   

CFDST-B0-1  165× 3.0  76× 3.0  0.48  309.6  324.1  38.8  1.09  1.24 
[43]                   

O2I1  114.3× 4.8  48.3× 2.9  0.46  416  425  63.4  1.03  1.15 
[44] 

3I1  114.3× 3.6  48.3× 2.9  0.45  453  425  63.4  0.96  1.06              
Mean  1.03  1.12              

CoV  0.05  0.09   
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validated FE model. A total of 1592 CFDST columns with different 
geometric and material properties were modelled. Fig. 8 shows the 
histograms of the FE database, illustrating the distribution of parameters 
used in the FE simulations. In the histograms, the distribution of the 
parameters in the experimental database is also shown for comparison 
purposes. It can be seen that the FE database effectively filled the gaps in 
the experimental dataset. The ranges of the parameters used in the FE 
simulations were 20 ≤Do/to≤ 100, 15 ≤Di/ti≤ 55, 200 ≤fy≤ 800 MPa, 
14 ≤f’

c≤ 100 MPa and 1 ≤L/Do≤ 18. The mentioned ranges were 
selected based on the range of the parameters in the experimental 
database and the constitutive model of materials explained in the FE 
modelling. 

5. XGBoost machine learning model 

Machine learning algorithms have been successfully used to predict 
the capacities of the structural members. The literature suggests that 
XGBoost and ANN are powerful, robust and efficient ML algorithms 
which are capable of solving complex nonlinear problems. Therefore, in 
this study, XGBoost Python library [46] and MATLAB neural network 
toolbox [47] were used to develop the ML models for predicting the 
ultimate axial capacity of circular CFDST short and slender columns. In 

addition, the SHAP Python library was employed to interpret the 
XGBoost model. 

5.1. General 

The XGBoost algorithm is a decision tree-based ensemble ML algo
rithm developed by Chen and Guestrin [48], based on the gradient 
boosting algorithm [49]. XGBoost consists of a set of classification and 
regression trees known as base learners. Each successive tree is con
structed based on the errors calculated from the previous trees, resulting 
in a linear combination of many trees, as shown in Fig. 9. Within the 
XGBoost technique, a gradient descent algorithm is used to minimize 
errors in each iteration. Although XGBoost is a powerful ensemble 
learning technique, it is often treated as a “black-box” method since it 
does not provide explanations for its predictions [50]. This issue can be 
overcome by implementing explainable machine learning (XML) 
methods such as SHapley Additive exPlanations (SHAP). The SHAP 
technique introduced by Lundberg and Lee [51] is an approach based on 
Shapley values from the game theory [52]. Using the SHAP technique 
makes the XGBoost algorithm to be explainable and enables to investi
gate the effect of input variables on the output. For more details on the 
XGBoost algorithm and SHAP technique, the reader is referred to Ref
erences [48,51]. 

5.2. Proposed XGBoost model 

To evaluate the performance of the algorithm, the coefficient of 
determination (R2) and Root mean square error (RMSE) were used. The 
eight basic parameters of Do, to, Di, ti, L, fyo, fyi and f’c were taken as 
inputs and Nu as an output variable. Since the parameters in the database 
(both the inputs and output) were not in a uniform scale, they were 
normalised to the range [− 1 1] to prevent the model from being 
affected by one or few features with large values. The elastic modulus of 
steel and concrete were not included as inputs since their effects on the 
result were either minimal or considered by the basic parameters [19]. 
The prepared database, consisting of 129 tests and 1592 FE simulations, 
was randomly split into 80% training and 20% test sets [53]. The per
formance of XGBoost algorithm relies on the initial values of hyper
parameters such as the number of trees (i.e., n_estimators) and the 
learning rate [54]. The hyperparameter tuning can be performed by 
different methods such as grid search and Bayesian optimization. The 
grid search method has been used by other researchers with acceptable 
results [55,56]. Therefore, the grid search method in combination with 
k-fold cross-validation (CV) was used for hyperparameters tuning in the 
present study. In the CV method, the training set is randomly split into k 
folds, where k-1 folds are used for training the algorithm and the kth fold 
is used as the test set. This process is repeated k times such that each fold 
is used exactly k-1 times for training and one time for testing. The final 
performance of the model is considered based on the average of RMSE 
calculated in each CV iteration. In this study, the value of k was set to 10 
[54,57]. 

The initial values of hyperparameters were set as follows: n_estima
tors ∈ {100, 500, 1000, 2000, 3000, 5000, 10000}; maximum depth ∈
{2, 3, …, 7}, learning rate ∈ {0.001, 0.005, 0.01, 0.05, 0.1, 0.5}. The 
results are shown in Fig. 10. It can be seen that the XGBoost model ex
hibits poor performance (i.e., large RMSE values) when the learning rate 
is set between 0.001 and 0.01 with n_estimators at 100. With increasing 
n_estimators from 100 to 4000, the performance of the XGBoost model 
significantly improves. However, increasing n_estimators beyond 4000 
does not have a significant effect on the performance of the XGBoost 
model. On the other hand, the XGBoost model with a learning rate be
tween 0.05 and 0.5 achieves relatively good performance (i.e., RMSE 
close to zero), even though the value of n_estimators is set to100. With 
increasing n_estimators from 100 to 1000, the performance of the 
XGBoost model starts to improve notably, with slight further improve
ment observed from 1000 to 4000. From 4000 to 10000 there is no 

Fig. 5. Effects of the material strength and void ratio on the axial capacity.  
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improvement in the performance. Another observation is that for n_es
timators above 1000, increasing the learning rate from 0.05 to 0.5 has no 
significant effect on the performance of the XGBoost model. Regarding 
max_depth, it is noted that the performance of the XGBoost model is not 
affected by changing the max_depth from 3 to 7. Finally, the optimal 
values of the hyperparameters were taken as follows: 
n_estimators= 4000, maximum depth= 3 and learning rate= 0.05. With 
these settings, the 10-fold CV average RMSE for the model was 0.01542. 

5.3. Performance of the XGBoost model 

The performance metrics of the trained XGBoost algorithm is pre
sented in Table 4. It can be seen that the algorithm exhibits excellent 
performance, with RMSE and R2 values of 0.01086 and 0.99885, 
respectively. It can also be observed that the values of RMSE and R2 for 
the test set are close to those for the training set, indicating that the 
model has acceptable performance on unseen data. Fig. 11 shows the 
regression plot for the training and test sets, where the identity line 
represents that the target and output values are identical. It can be seen 
that the data points are around the identity line indicating high pre
diction accuracy. The average ratio of NActual/Nu,XGBoost for the FE and 

experimental datasets is 1.01 and 1.00, respectively, with corresponding 
CoVs of 0.09 and 0.05. This suggests that the predicted values well 
match the actual ones. Fig. 12 shows the distribution of the percentage 
error (PE) for both FE and experimental databases. As shown, 78% of the 
predicted results corresponding to the FE database exhibit PE values less 
than or equal to ± 5% and only 0.3% of them have PE between ± 30% 
and ± 35%. These fundings indicate that the XGBoost model can predict 
the ultimate axial capacity of CFDST columns with a high degree of 
accuracy. Regarding the predicted results of the experimental database, 
73% of them have PE less than or equal to ± 5% and 0.8% of the results 
have PE between ± 20% and ± 25%. 

5.4. Interpretation of the model using SHAP values 

To investigate the effect of each input feature on the XGBoost algo
rithm, two types of global feature importance plots were considered: (i) 
the SHAP feature importance plot, obtained from the average of the 
absolute Shapley values for each independent variable in the entire 
dataset, and (ii) the SHAP summary plot. Fig. 13 shows the SHAP feature 
importance plot, where the importance of the input features on the al
gorithm is arranged in descending order. It appears that the diameter of 

Fig. 6. Comparison between the load-deflection curves obtained from FE analyses and tests.  
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the outer steel tube has the strongest effect on the ultimate axial capacity 
of CFDST columns, while the effects of the other parameters on the ul
timate capacity are relatively similar. To explore whether the input 
features had positive or negative effects on the prediction results, the 
SHAP summary plot was used as shown in Fig. 14. Each point on this plot 
is an instance of prediction, and the positive and negative SHAP values 
represent the positive and negative correlation between the input fea
tures and the outputs. The colour of each point also indicates the value of 
the input feature, ranging from low (in blue) to high (in red). Generally, 
it is observed that large values (i.e., red points) of all input features 
except Di and L exhibit positive Shapley values, which means higher 
values of these parameters lead to an increase in the ultimate axial ca
pacity of CFDST columns, while their lower values (i.e., blue points) 
result in a decrease in Nu. In contrast, for the diameter of the inner steel 
tube and the length of column, their higher values have negative 
Shapley values, which means that higher values of Di and L reduce the 
ultimate axial capacity of CFDST columns. 

To investigate the effect of each input feature on the prediction for a 
desired specimen, the SHAP force plot has been used (i.e., local inter
pretation). Fig. 15 shows the force plot for the randomly selected СС4 
240–120 [41], whose details are given in Table 3. Due to page limita
tions, only one specimen was investigated. In the figure, the base value is 
the average of the predictions over the training dataset, f(x) is the output 
value, the red bars represent positive SHAP values making the prediction 
higher and the blue bars represent negative SHAP values making the 
prediction lower. In addition, the length of the bar also represents the 
degree of importance of each input feature on the prediction. It can be 
observed that the diameter of the outer steel tube of the specimen has 
the greatest effect on pushing the prediction to a lower value than the 
base value, while the diameter of the inner steel tube and length of the 
column push the prediction towards the base value. 

5.5. XGBoost-based GUI 

This study developed a GUI based on the trained XGBoost model 
within the Python environment for the prediction of the ultimate axial 
capacity of CFDST short and slender columns. The GUI is presented as 
Supplementary Material, and its main window is shown in Fig. 16. It is 
important to note that this GUI can only be used for CFDST columns with 
geometric and material properties specified in Table 5 since the XGBoost 
algorithm was trained on those ranges. The user can enter numeric 
values for the inputs and click the “Predict” button to obtain the ultimate 
axial capacity. It should be mentioned that there is no need to normalise 
the input values, as illustrated in Fig. 16. In addition, the units of the 
inputs should be as follows: Do, to, Di, ti and L in mm, and fyo, fyi and f′

c in 
MPa and the unit of the output is in kN. 

6. ANN machine learning model 

The architecture of an ANN model consists of a set of interconnected 
nodes (neurons) arranged in input, hidden and output layers. Within the 
artificial network, each neuron is connected to other nodes through 
weights. Biases are additional components of the ANN architecture, 
which are numeric values added to the product of inputs and weights. 
The computation to produce the neuron output is carried out by a linear 
or nonlinear function known as activation function. Three commonly 
used activation functions are the Logistic sigmoid (Logsig) function, 
hyperbolic tangent (Tansig) function and simple linear function. Fig. 17 
shows a typical architecture of a single hidden layer network, where 

∑

and f(.) are the weighted sum and activation function, respectively. For 
more details on the ANN algorithm, the reader is referred to References 
[18,58–62]. 

Fig. 7. Failure modes predicted by the FE simulations.  
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6.1. Proposed ANN model 

The MATLAB neural network toolbox [47] was used to develop the 
ANN algorithm, and the performance of the algorithm was assessed 
using RMSE and R2. The inputs and output of the ANN model remained 
the same as those in the XGBoost model described in the previous sec
tion. The input and output variables were normalised to the range [− 1 
1]. A feed-forward back-propagation network with the Bayesian regu
larization (BR) algorithm was employed as the training algorithm. The 
number of epochs was set to 1000 to ensure network convergence [47, 
63]. The ANN model was trained and tested using 80% and 20% of the 

data, respectively [47]. The Tansig and simple linear functions were 
used as the activation functions for the hidden and output layers. It 
should be noted that the superiority of the Tansig function for the hidden 
layer and simple linear function for the output layer compared to other 
functions has been stated in the literature [64,65]. To avoid complexity, 
one hidden layer was used to develop the neural network. To determine 
the number of neurons in the hidden layer, the ANN model was trained 
with the number of hidden layer neurons ranging from 5 to 40 in in
crements of 5, and the one with the lowest RMSE was selected as the best 
ANN model. The results are shown in shown Fig. 18. From the figure, it 
would appear that with 20 neurons in the hidden layer, the ANN model 
achieves the best performance since it has the lowest RMSE for the 
training and test sets. Increasing the number of hidden neurons to more 
than 20 leads to overfitting since RMSE of the training set decreases to a 
small value but RMSE of the test set increases to a large value. Therefore, 
the number of hidden layer neurons is chosen to be 20. Finally, to obtain 
an optimised trained ANN model, the developed model was run 402 
times, and the model with the lowest RMSE and the highest R2 is selected 
as the final model [60]. 

6.2. Performance of the ANN model 

Fig. 19 shows the result of 402 times running of the developed ANN 
model. It is observed that the model at 269th iteration gives the lowest 
and the highest overall RMSE and R2 values. Therefore, this model was 
selected as the final trained ANN model. The performance plot of the 
selected trained ANN model is presented in Fig. 20. The figure shows 
that the model successfully captures the relationship between the inputs 
and output with a RMSE for the training set of 0.00789 at the 363th 
epoch. In addition, the model does not exhibit any overfitting problem 
since the performance of the ANN model for the training and test sets is 
almost identical. The performance metrics for the ANN model are pre
sented in Table 4. As shown, the model successfully predicts the target 
values (i.e., the actual values) with R2 values of 0.99948 for the training 
set and 0.99904 for the test set, indicating the high accuracy of the 
model in predicting the ultimate axial capacity of CFDST columns. The 
regression plot for both training and test sets is also shown in Fig. 21. It 
can be observed that there is almost no deviation from the identity line, 
indicating high prediction accuracy and generalisation ability of the 
ANN model. The average ratio of NActual/Nu,ANN for the FE and experi
mental datasets are 1.01 and 1.00, respectively, with corresponding 
CoVs of 0.14 and 0.11. The percentage error distribution of the model is 
given in Fig. 22. As shown, 72% of the predicted results corresponding to 
the FE database have PE less than or equal to ± 5% and only 0.5% have 
PE between ± 30% and ± 35%. Those percentages for the experimental 
data are 41% and 0.7%, respectively. A comparison between the 

Fig. 8. Distribution of the FE data.  

Fig. 9. XGBoost training process.  
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performance metrics of the developed ML models indicates that the ANN 
model has better performance in predicting the target values with a 
lower RMSE. The developed ANN model also shows a better prediction 
capability on unseen data with a lower RMSE for the test set. 

6.3. ANN-based equation and GUI 

Based on the trained ANN model, a GUI was developed using MAT
LAB for predicting the ultimate axial capacity of CFDST short and 
slender columns. The MATLAB-based GUI is presented as 

Supplementary Material, and its main window is shown in Fig. 23. 
Similar to the Python-based GUI, it is important to note that the input 
values should not be normalised; they should fall within the range 
specified in Table 5. From the trained ANN model, a design equation was 
also proposed for predicting the ultimate axial capacity of CFDST 

Fig. 10. Efects of n_estimators, max_depth and learning rate on the performance of the XGBooost model.  

Table 4 
Performance metrics for the ML models.  

ML model RMSE   R2    

Training Test All Training Test All 

XGBoost  0.00801  0.01129  0.01086  0.99940  0.99630  0.99885 
ANN  0.00789  0.00948  0.00817  0.99948  0.99904  0.99938  

Fig. 11. Regression plot obtained from the XGBoost model.  

Fig. 12. Percentage error (PE) of the XGBoost model.  

Fig. 13. SHAP feature importance plot.  
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columns, defined as follows: 

Nu = 218774+
∑20

j=1

Yj

1 + EXP
(
Qj
) (6)  

Qj = (ajDo + bjto + cjDi + djti + ejL+ fjfyo + gjfyi + hjf ′
c + ij) × 10− 7 (7)  

where j takes the values from 1 to 20 and Nu is the ultimate axial ca
pacity in kN. The values of the constants aj, bj,… and ij are given in  
Table 6. The obtained result from the proposed equation is the same as 
that of the ANN model since it is derived from the weights and biases of 
the trained ANN model. The units of the inputs for the GUI and deign 
equation should be as follows: Do, to, Di, ti and L in mm, and fyo, fyi and f′

c 
in MPa. A numerical example based on the proposed ANN-based equa
tion is presented in Appendix A. 

7. Parametric study 

A parametric study was performed to further assess the robustness of 
the ML models. Eight groups of circular CFDST columns were analysed 
using the developed ML models, and the geometric and material prop
erties of the columns are presented in Table 7. In the parametric study, to 
investigate the effect of a specific parameter on the ultimate axial ca
pacity of the columns, the value of that parameter was changed and the 
other ones were kept constant at their original values. 

7.1. Effect of Do/to ratio 

To investigate the effect of the Do/to ratio on the behaviour of CFDST 
columns, two cases were considered, one involving in which the diam
eter of the outer steel tubes was changed (Group 1 in Table 7), and 
another in which the thickness of the outer steel tubes was changed 
(Group 2). The results are shown in Fig. 24(a) and (b). For the case one, 
it can be seen that the ultimate axial capacity of CFDST columns 
significantly increases with increasing Do/to ratio. For the case two, it 
can be observed that the ultimate axial capacity of CFDST columns 
slightly decreases with the increase in the Do/to ratio. Therefore, it can 
be concluded that increasing the diameter of the outer steel tube is more 
effective in improving the ultimate axial capacity of CFDST columns 

than increasing the thickness of the outer steel tube. 

7.2. Effect of Di/ti ratio 

As shown in Fig. 24(c), when the increase in the Di/ti ratio is due to 
an increase in the diameter of the inner steel tube (Group 3), the ulti
mate axial capacity of CFDST columns decreases. When the inner steel 
tube’s diameter increases, it reduces the slenderness of the tube (Di/ti 
ratio increases). A larger diameter provides more resistance against 
buckling due to a higher moment of inertia. However, in this scenario, if 
the wall thickness remains the same (ti), the tube becomes relatively less 
thick compared to the increased diameter. On the other hand, the 
decrease in the thickness of the inner steel tube (Group 4), which results 
in an increase in the Di/ti ratio, significantly decreases the ultimate axial 
capacity of the columns as shown in Fig. 24(d). Decreasing the thickness 
of the inner steel tube (ti) results in a higher Di/ti ratio, which signifi
cantly increases the slenderness of the tube. A slender inner tube is less 
capable of resisting buckling, which is a critical mode of failure of the 
short columns. 

7.3. Effect of f’
c 

Five concrete strengths of 20, 40, 60, 80 and 100 MPa were used in 
the numerical analyses (see Group 5). The results are given in Fig. 24(e). 
In general, increasing the concrete compressive strength increases the 
ultimate axial capacity of the columns. An increase in concrete 
compressive strength (f’

c) means that the concrete is more resistant to 
compression forces. This enhanced material property directly contrib
utes to the increased load-carrying capacity of the concrete. 

7.4. Effect of fy 

CFDST columns in Groups 6 and 7 were analysed to investigate the 
effect of the yield strength of the outer and inner steel tubes on their 
ultimate axial capacity. Fig. 24(f) and (g) show the results. While the 
increase in the yield strength of the outer steel tube results in an increase 
in the ultimate axial capacity, the effect of the yield strength of the inner 
steel tube on the ultimate axial capacity is insignificant. Therefore, it can 
be concluded that the yield strength of the outer steel tube has a greater 
impact on the ultimate axial capacity of CFDST columns than the yield 
strength of the inner steel tube. 

7.5. Effect of L/D ratio 

The columns in Group 8 have L/Do ratios ranging from 1 to 16. The 
results provided in Fig. 24(h) indicate that with an increase in the L/D 
ratio, the ultimate axial capacity of the columns decreases. The results of 
the parametric study indicate that the developed ML models are capable 
of accurately predicting the ultimate axial capacity of CFDST columns. 
Moreover, the predicted results for columns with different geometric 
and material properties align well with the findings of Liang [4,66] on 
the structural behaviour of CFDST columns. 

Fig. 14. SHAP summary plot.  

Fig. 15. Force plot.  
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8. Design equations for CFDST columns 

Design codes such as AISC 360–16 [9] and EC4 [10] have provided 
design methods for CFST columns. However, they do not explicitly cover 
the design of CFDST columns. In this section, design equations for the 
calculation of the ultimate axial capacity of CFDST columns are pre
sented based on modifications of the AISC 360–16 and EC4 equations. In 
addition, four different design equations for CFDST columns proposed 
by Hassanein and Kharoob [67], Liang [4], Yan and Zhao [8], and 
Uenaka et al. [12] are considered and their respective design expressions 
are presented in Table 8. 

8.1. AISC 360-16 

Considering that AISC 360–16 provides design provisions for CFST 

columns, the superposition method was used to consider the contribu
tion of the inner steel tube. This concept has been used by other re
searchers [2,25,68]. In addition, it was assumed that the inner steel tube 
does not experience local buckling before developing its full yield 
strength [68,69]. The modified equations are summarised in Table 8, 
where Ac, Aso and Asi are the cross-section areas of the sandwiched 
concrete, outer and inner tubes, respectively, constant K is the effective 
length factor, λ is the slenderness of the outer steel tube defined as the 
Do/to ratio, λp and λr are defined as 0.15Eso/fyo and 0.19Eso/fyo, respec
tively. The compact, non-compact and slender sections are respectively 
defined as λ≥λp, λp< λ≤λr and λ>λr. 

8.2. EC4 

Similar to the modifications made to AISC 360–16, the superposition 
method was used to consider the effect of the inner steel tube on the 
ultimate axial capacity of CFDST columns as shown in Table 8. In the 
table, ηs and ηc are the coefficients to account for the confinement effect, 
χ is a coefficient to account for the global buckling effect and α is the 
imperfection factor taken as 0.21 [10]. 

8.3. Results and discussion 

To evaluate the prediction accuracy of the six mentioned design 
equations, they were used to calculate the axial capacity of the CFDST 

Fig. 16. Python-based GUI.  

Table 5 
Values for the input parameters.  

Range Do Do/ 
to 

Di Di/ 
ti 

χ L/ 
D 

fy 

(MPa) 
f′
c 

(MPa) 

Minimum 
values  

100  20  15  15  0.15  1  200  14 

Maximum 
values  

500  100  440  55  0.90  18  800  100  
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columns in the database and the results were compared with the 
experimental and FE ones. Fig. 25 shows the comparison of the nor
malised ultimate axial capacity of the short and slender columns 
calculated using the modified code equations (i.e., Output) and the 
experimental and FE results (i.e., Target). In the regression plots, − 1 
and + 1 refer to the minimum and maximum normalised ultimate axial 
capacities. From Fig. 25 it can be seen that the predictions from the 
modified AISC 360–16 are very conservative (i.e., most points are below 
the identity line) with the RMSE and R2 values of 0.07234 and 0.95802, 
respectively. The average ratio of NActual/Nu,AISC is also 1.15 with a 
corresponding CoV of 0.25. On the other hand, the predictions from the 
modified EC4 show better accuracy with the RMSE and R2 values of 
0.07108 and 0.960727, respectively and an average ratio of NActual/Nu, 

EC4 of 1.02 and a corresponding CoV of 0.22. However, the large CoV 
indicates that the predictions are widely spread from the mean. Fig. 26 
shows the comparison of the normalised ultimate axial capacity of the 

columns calculated using the equations proposed by the mentioned 
authors and the experimental and FE results. It should be noted that the 
comparison was conducted only on short columns since the equations 

Fig. 17. A typical architecture of ANN.  

Fig. 18. The optimal number neurons for the hidden layer.  

Fig. 19. The results of 402 times running of the ANN model.  

Fig. 20. Performance plot of the developed ANN model.  

Fig. 21. Regression plot obtained from the ANN model.  
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presented in the mentioned references were proposed for short columns. 
From Fig. 26 it can be seen that, in general, the ultimate axial capacities 
of the short columns predicted by the design equations are relatively in 
good agreement with the experimental and FE ones with the average 
ratio of NActual/NPredicted of 1.06, 1.00, 1.00 and 0.95 and corresponding 
CoV of 0.27, 0.19, 0.21 and 0.25 for the Hassanein and Kharoob [67], 
Liang [4], Yan and Zhao [8], and Uenaka et al. [12] design equations, 
respectively. However, the large CoV indicates that the predictions are 
widely spread from the mean as shown in the figure. 

To facilitate a comparison between the performance of the presented 
predictive models, the Taylor diagram [70] was plotted as shown in  
Fig. 27. In the Taylor diagram, three performance metrics including 
standard deviation (SD), correlation coefficient (R) and RMSE are used, 
and the performance of each predictive model in terms of the mentioned 
metrics is represented by a point. In the diagram, the red curved inner 
lines represent RMSE, black arcs along the axes represent SD, blue radial 
lines represent R and the “Actual” point represents the actual observa
tion data. From the figure, it can be seen that the performance of the ML 
models and the ANN-based equation is superior to that of the other 

Fig. 22. Percentage error (PE) of the ANN model.  

Fig. 23. MATLAB-based GUI.  
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design equations since their representative points are much closer to the 
“Actual” point. In addition, it can be seen that the point corresponding to 
the proposed ANN-based equation almost coincides with that of the ANN 
model indicating that the proposed equation has the same accuracy as 
the ANN model. 

9. Conclusions 

This paper has presented the XGBoost- and ANN-based machine 
learning models for predicting the behaviour of axially loaded CFDST 
short and slender columns made of normal- and high-strength materials. 
In total, 1721 samples (i.e., 129 tests and 1592 FE simulations) were 

Table 6  
Values of the constants in the proposed equation.  

j Yj aj bj cj dj ej fj gj hj ij 

1 -59487 -8428 36254 -63891 147746 934 -111 -4517 52443 13947611 
2 -6421 -3163 -362813 -139595 2322523 3935 -12776 1055 195190 -21594234 
3 43520 -90290 -431056 32726 -590897 212 -20663 -197 -16546 70342225 
4 -40751 54845 -118741 -176041 2190155 1149 5886 605 3138 -17394285 
5 -121813 -43074 254052 -7765 2299537 605 -1446 -3874 7112 28568226 
6 -42695 47832 -296667 -104606 -1040395 589 4937 -6905 -13226 -7880016 
7 -26637 12517 -1383448 44299 -409650 2586 -11020 751 11143 -23007740 
8 -27863 44269 -440401 -56866 170439 -1059 21733 19146 6773 -3121339 
9 -87135 -42569 1295417 36244 -484439 -1129 -26067 876 3411 22278986 
10 -30484 46724 -2139939 -43376 817662 -182 19379 3699 -20260 -21665754 
11 30896 -116499 284860 89641 232961 437 -1768 980 89016 -9900236 
12 -153798 55250 -223398 -27071 -427074 -1176 2807 193 24585 -29057135 
13 42481 -46721 811512 34687 -495644 -1344 -39830 663 1379 31647649 
14 -167592 -13797 99 -14428 14039 558 -6089 15223 1099 10662698 
15 181279 18888 182704 -83539 856886 935 2444 -56 -3409 -11426681 
16 -49091 -32024 -209897 114328 -659914 1940 1282 -822 -3813 4197834 
17 -95953 -2128 43432 26665 455930 -174 3230 -22586 5130 -4135105 
18 19781 24978 -1281684 161260 -2856354 -13 6493 -3060 9954 2814533 
19 49277 62240 -855851 -25003 270801 546 -8656 -55 21688 -9666845 
20 42114 -92834 149409 33394 -17275 258 356 161 58310 18028744  

Table 7 
Geometric and material properties of the columns used in the parametric study.  

Group ID Do (mm) to (mm) Di (mm) ti (mm) L (mm) fyo (MPa) fyi (MPa) f′
c (MPa)  

1 C1  250  5.00  50  2.50  750  300  250  40   
C2  275  5.00  50  2.50  750  300  250  40   
C3  300  5.00  50  2.50  750  300  250  40   
C4  325  5.00  50  2.50  750  300  250  40   
C5  350  5.00  50  2.50  750  300  250  40  

2 C6  250  5.00  50  2.50  750  300  250  40   
C7  250  4.54  50  2.50  750  300  250  40   
C8  250  4.16  50  2.50  750  300  250  40   
C9  250  3.84  50  2.50  750  300  250  40   
C10  250  3.59  50  2.50  750  300  250  40  

3 C11  250  5  50.0  2.50  750  300  250  40   
C12  250  5  62.5  2.50  750  300  250  40   
C13  250  5  75.0  2.50  750  300  250  40   
C14  250  5  87.5  2.50  750  300  250  40   
C15  250  5  100.0  2.50  750  300  250  40  

4 C16  250  5  75  3.75  750  300  250  40   
C17  250  5  75  3.00  750  300  250  40   
C18  250  5  75  2.50  750  300  250  40   
C19  250  5  75  2.14  750  300  250  40   
C20  250  5  75  1.87  750  300  250  40  

5 C21  250  5  50  2.5  750  300  250  20   
C22  250  5  50  2.5  750  300  250  40   
C23  250  5  50  2.5  750  300  250  60   
C24  250  5  50  2.5  750  300  250  80   
C25  250  5  50  2.5  750  300  250  100  

6 C26  250  5  80  2.5  750  250  250  40   
C27  250  5  80  2.5  750  300  250  40   
C28  250  5  80  2.5  750  350  250  40   
C29  250  5  80  2.5  750  400  250  40   
C30  250  5  80  2.5  750  450  250  40  

7 C31  250  5  100  2.5  750  300  250  40   
C32  250  5  100  2.5  750  300  300  40   
C33  250  5  100  2.5  750  300  350  40   
C34  250  5  100  2.5  750  300  400  40   
C35  250  5  100  2.5  750  300  450  40  

8 C36  250  5  100  2.5  250  300  250  40   
C37  250  5  100  2.5  1000  300  250  40   
C38  250  5  100  2.5  2000  300  250  40   
C30  250  5  100  2.5  4000  300  250  40  
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Fig. 24. Results of the parametric study.  
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Table 8  
Design equations for CFDST columns based on AISC 360–16 and EC4.  

Source Design equations 

AISC 360-16[9] 

Nu,AISC =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Nn

[
0.658

Nn

Ne,AISC
]

for
Nn

Ne,AISC
≤ 2.25

0.877Ne,AISC for
Nn

Ne,AISC
> 2.25

Nn =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Np + Asifyi for compact sections

Np −
Np − Ny

(λr − λp)
2(λ − λp)

2
+ Asifyi for noncomact sections

Ns + Asifyi for slender sections

Np = Asofyo + 0.95Acf′
c

Ny = Asofyo + 0.7Acf′
c

Ns = Ncr,AISCAso + 0.7f′
cAc

Ncr,AISC =
0.72fyo

[(Do/to)(fyo/Eso)]
0.2

Ne,AISC =
π2(EI)eff ,AISC

(KL)2

(EI)eff,AISC = EsoIso + k1EcIc + EsiIsi

k1 = 0.45 + 3
( Aso

Ac + Aso

)

≤ 0.9 

EC4[10] 

Nu,EC4 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

χ(Asofyo + Acf′
c + Asifyi) ifλr > 0.5

χ
[

ηsAsofyo + Acf′
c

(

1 + ηc
tofyo

Dof′
c

)

+ Asifyi

]

ifλr ≤ 0.5

χ =
1

ϕ +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ϕ2 − λr
2

√ ≤ 1

ϕ = 0.5[1 + α(λr − 0.2) + λr
2]

λr =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Nus/Ne,EC4

√

Nus = Asofyo + 0.85Acf′
c + Asifyi 

EC4[10] 
Ne,EC4 =

π2(EI)eff,EC4

(KL)2

(EI)eff,EC4 = EsoIso + 0.6EcIc + EsiIsi

ηc = 4.9 − 18.5λr + 17λr
2 ≥ 0 ηs = 0.25(3 + 2λr) ≤ 1 

Hassanein 
and Kharoob[67] Nu,Hassanein =

⎧
⎪⎨

⎪⎩

(

1 + 0.3
ξ

1 + ξ
Ω
)(

Asofyo + Acf′
cc) + Asifyi ifDo/to ≤ 150

Asofyo + 0.85Acf′
c + Asifyi ifDo/to > 150

ξ =
αfyo

fck
α =

Aso

Ac
Ω =

Ac

Ac + Ak
Ak = 0.25πDi fck = 0.67f′

c/0.8 

f′
cc = γcf

′
c + 4.1f′

rp,se

γc = 1.85(Do − 2to)− 0.135 with(0.85 ≤ γc ≤ 1.0)

f′
rp,se =

⎧
⎪⎪⎨

⎪⎪⎩

0.7(υe − 0.5)
2to

Do − 2to
fyo ifDo/to ≤ 47

(

0.006241 − 0.0000357
Do

to

)

fyo if47 < Do/to < 150

υe = 0.2312 + 0.3582υ′
e − 0.1524(f′

c/fyo) + 4.843υ′
e(f

′
c/fyo) − 9.169(f′

c/fyo)
2

ν′
e = 0.881 × 10− 6(Do/to)3

− 2.58 × 10− 4(Do/to)2
+ 1.953 × 10− 2(Do/to) + 0.4011 

Liang[4] Nu,Liang = (γcf
′
c + 4.1fr)Ac + γsoAsofyo + γsiAsifyi

fr = 8.525 − 0.166ρ − 0.00897τ + 0.00125ρ2 + 0.00246ρτ − 0.0055τ2 ≥ 0
γc = 1.85(0.5Do − to − 0.5Di)

− 0.135 with(0.85 ≤ γc ≤ 1.0)
ρ = Do/to τ = Di/ti

γso = 1.458ρ− 0.1 with(0.9 ≤ γso ≤ 1.1)
γsi = 1.458τ− 0.1 with(0.9 ≤ γsi ≤ 1.1)

Yan and Zhao[8] Nu,Yan = Acf′
c(1 + ηc) + Asofyo + Asifyi

ηc =

(

1.2 − 0.5
(

Di

Do

)2
)(

to
Do

)0.76fyo

f′
c 

Uenaka et al.[12] 
Nu,Uenaka = Acf′

c + (2.86 − 2.59(Di/Do) )Asofyo + Asifyi with
(

0.2 ≤
Di

Do
≤ 0.7

)

Nu,Uenaka = Acf′
c + (2.86 − 2.59(Di/Do))Asofyo + AsifyiWith(0.2 ≤

Di

Do
≤ 0.7   
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used to train and test the ML models. The performance of the developed 
ML models was evaluated using evaluation metrics. Based on the 
developed ML models, an ANN-based equation, MATLAB-based and 
Python-based GUIs were also developed to predict the ultimate axial 
capacity of CFDST short and slender columns. The prediction accuracy 
of the developed ML models and the proposed ANN-based equation was 
compared with that of six different design equations for CFDST columns. 
The following conclusions can be drawn:  

1. The confinement effect provided by the outer and inner steel tubes 
on the sandwiched concrete should be considered in the FE model
ling of CFDST columns.  

2. Although both ANN and XGBoost models are capable of accurately 
predicting the ultimate axial capacity of CFDST columns, the ANN 
model has better generalization performance with lower RMSE for 
the test set.  

3. The developed ML algorithms account for the effects of geometric 
and material parameters on the strengths of CFDST columns so that 
the outputs are reliable.  

4. The diameter of the outer steel tube and the yield strength of the 
inner tube have the highest and lowest effects on the ultimate axial 
capacity of CFDST columns, respectively.  

5. The developed ML models and the proposed ANN-based equation 
exhibit superior predictive performance over the other design 
formulas. 

Finally, it is noteworthy that there is a limited data in the literature 
for CFDST slender column with non-compact and slender sections. 
Therefore, this is recommended as a subject for further study. It is also 
recommended that ML models should be developed for predicting the 
ultimate axial capacity of CFDST columns with geometric and material 
properties beyond the limits specified in Table 5. 
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Appendix A. Numerical example 

In this Appendix, a numerical example is presented to calculate the  
ultimate capacity of a CFDST columns using the proposed ANN-based  
equations. The geometry and material properties of the columns are 

Fig. 25. Comparison between the results of the design equations and actual 
values for short and slender columns (modified codes). 

Fig. 26. Comparison between the results of the design equations and actual 
values for short columns (various design equations). 

Fig. 27. Taylor diagram.  
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as follows: 
Do= 250 (mm), to= 5 (mm), Di= 50 (mm), ti= 2.5 (mm), L= 750 (mm), fyo= 300 (MPa), fyi= 250 (MPa), f’

c= 40 (MPa). 
Since the geometric and material parameters of the column are within the limits specified in Table 5, the proposed ANN-based equation can be used 

as follows: 

Q1 = [( − 8428 × 250)+ (36254 × 5)+ ( − 63891 × 50)+ (147746 × 2.5)+ (934 × 750)+ ( − 111 × 300)+ ( − 4517 × 250)+ (52443 × 40)+ (13947611)]

× 10 − 7

= 3.95423
(8)  

Q2 = [( − 3163 × 250)+ ( − 362813 × 5)+ ( − 139595 × 50)+ (2322523 × 2.5)+ (3935 × 750)+ ( − 12776 × 300)+ (1055 × 250)+ (195190

× 40)+ ( − 21594234)] × 10 − 7

= 1.16231 (9)  

Q3 = [( − 90290 × 250)+ ( − 431056 × 5)+ (32726 × 50)+ ( − 590897 × 2.5)+ (212 × 750)+ ( − 20663 × 300)+ ( − 197 × 250)+ ( − 16546

× 40)+ (70342225)] × 10 − 7

= 50.51379 (10)  

Q4 = [(54845 × 250)+ ( − 118741 × 5)+ ( − 176041 × 50)+ (2190155 × 2.5)+ (1149 × 750)+ (5886 × 300)+ (605 × 250)+ (3138 × 40)+ ( − 17394285)]

× 10 − 7

= 1.62506
(11)  

Q5 = [( − 43074 × 250)+ (254052 × 5)+ ( − 7765 × 50)+ (2299537 × 2.5)+ (605 × 750)+ ( − 1446 × 300)+ ( − 3874 × 250)+ (7112 × 40)+ (28568226)]

× 10 − 7

= 11.76878
(12)  

Q6 = [(47832 × 250)+ ( − 296667 × 5)+ ( − 104606 × 50)+ ( − 1040395 × 2.5)+ (589 × 750)+ (4937 × 300)+ ( − 6905 × 250)+ ( − 13226

× 40)+ ( − 7880016)] × 10 − 7

= 1.57298 (13)  

Q7 = [(12517 × 250)+ ( − 1383448 × 5)+ (44299 × 50)+ ( − 409650 × 2.5)+ (2586 × 750)+ ( − 11020 × 300)+ (751 × 250)+ (11143

× 40)+ ( − 23007740)] × 10 − 7

= 1.07181 (14)  

Q8 = [(44269 × 250)+ ( − 440401 × 5)+ ( − 56866 × 50)+ (170439 × 2.5)+ ( − 1059 × 750)+ (21733 × 300)+ (19146 × 250)+ (6773

× 40)+ ( − 3121339)] × 10 − 7

= 5.09996 (15)  

Q9 = [( − 42569 × 250)+ (1295417 × 5)+ (36244 × 50)+ ( − 484439 × 2.5)+ ( − 1129 × 750)+ ( − 26067 × 300)+ (876 × 250)+ (3411

× 40)+ (22278986)] × 10 − 7

= 3.83021 (16)  

Q10 = [(46724 × 250)+ ( − 2139939 × 5)+ ( − 43376 × 50)+ (817662 × 2.5)+ ( − 182 × 750)+ (19379 × 300)+ (3699 × 250)+ ( − 20260

× 40)+ ( − 21665754)] × 10 − 7

= 1.22274 (17)  

Q11 = [( − 116499 × 250)+ (284860 × 5)+ (89641 × 50)+ (232961 × 2.5)+ (437 × 750)+ ( − 1768 × 300)+ (980 × 250)+ (89016 × 40)+ ( − 9900236)]

× 10 − 7

= 1.05539
(18)  

Q12 = [(55250 × 250)+ ( − 223398 × 5)+ ( − 27071 × 50)+ ( − 427074 × 2.5)+ ( − 1176 × 750)+ (2807 × 300)+ (193 × 250)+ (24585

× 40)+ ( − 29057135)] × 10 − 7

= 1.16879 (19)  
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Q13 = [( − 46721 × 250)+ (811512 × 5)+ (34687 × 50)+ ( − 495644 × 2.5)+ ( − 1344 × 750)+ ( − 39830 × 300)+ (663 × 250)+ (1379

× 40)+ (31647649)] × 10 − 7

= 4.24921 (20)  

Q14 = [( − 13797 × 250)+ (99 × 5)+ ( − 14428 × 50)+ (14039 × 2.5)+ (558 × 750)+ ( − 6089 × 300)+ (15223 × 250)+ (1099 × 40)+ (10662698)]

× 10 − 7

= 3.45203
(21)  

Q15 = [(18888 × 250)+ (182704 × 5)+ ( − 83539 × 50)+ (856886 × 2.5)+ (935 × 750)+ (2444 × 300)+ ( − 56 × 250)+ ( − 3409 × 40)+ ( − 11426681)]

× 10 − 7

= 1.51987
(22)  

Q16 = [( − 32024 × 250)+ ( − 209897 × 5)+ (114328 × 50)+ ( − 659914 × 2.5)+ (1940 × 750)+ (1282 × 300)+ ( − 822 × 250)+ ( − 3813

× 40)+ (4197834)] × 10 − 7

= 2.07149 (23)  

Q17 = [( − 2128 × 250)+ (43432 × 5)+ (26665 × 50)+ (455930 × 2.5)+ ( − 174 × 750)+ (3230 × 300)+ ( − 22586 × 250)+ (5130 × 40)+ ( − 4135105)]

× 10 − 7

= 1.51790
(24)  

Q18 = [(24978 × 250)+ ( − 1281684 × 5)+ (161260 × 50)+ ( − 2856354 × 2.5)+ ( − 13 × 750)+ (6493 × 300)+ ( − 3060 × 250)+ (9954

× 40)+ (2814533)] × 10 − 7

= 2.67264 (25)  

Q19 = [(62240 × 250)+ ( − 855851 × 5)+ ( − 25003 × 50)+ (270801 × 2.5)+ (546 × 750)+ ( − 8656 × 300)+ ( − 55 × 250)+ (21688

× 40)+ ( − 9666845)] × 10 − 7

= 1.97115 (26)  

Q20 = [( − 92834 × 250)+ (149409 × 5)+ (33394 × 50)+ ( − 17275 × 2.5)+ (258 × 750)+ (356 × 300)+ (161 × 250)+ (58310 × 40)+ (18028744)]

× 10 − 7

= 1.98676
(27)  

Nu = 218774+
∑20

j=1

Yj

1 + EXP
(
Qj
)

= 218774+
− 59487

1 + EXP(3.95423)
+

− 6421
1 + EXP(1.16231)

+
43520

1 + EXP(50.51379)
+

− 40751
1 + EXP(1.62506)

+
− 121813

1 + EXP(11.76878)
+

− 42695
1 + EXP(1.57298)

+
− 26637

1 + EXP(1.07181)
+

− 27863
1 + EXP(5.09996)

+
− 87135

1 + EXP(3.83021)
+

− 30484
1 + EXP(1.22274)

+
30896

1 + EXP(1.05539)
+

− 153798
1 + EXP(1.16879)

+
42481

1 + EXP(4.24921)

+
− 167592

1 + EXP(3.45203)
+

181279
1 + EXP(1.51987)

+
− 49091

1 + EXP(2.07149)
+

− 95953
1 + EXP(1.51790)

+
19781

1 + EXP(2.67264)
+

49277
1 + EXP(1.97115)

+
42114

1 + EXP(1.98676)
= 3594.8(kN)

(28) 

The small difference between the results of the ANN-based equation and GUI (see Fig. 23) is that the equation has been rounded without decimals. 

Appendix B. Supporting information 

Supplementary data associated with this article can be found in the online version at doi:10.1016/j.engstruct.2024.117593. 
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