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Abstract
The privacy-preserving data publishing (PPDP) problemhas gained substantial attention from
research communities, industries, and governments due to the increasing requirements for
data publishing and concerns about data privacy. However, achieving a balance between pre-
serving privacy and maintaining data quality remains a challenging task in PPDP. This paper
presents an information-driven distributed genetic algorithm (ID-DGA) that aims to achieve
optimal anonymization through attribute generalization and record suppression.Theproposed
algorithm incorporates various components, including an information-driven crossover oper-
ator, an information-driven mutation operator, an information-driven improvement operator,
and a two-dimensional selection operator. Furthermore, a distributed population model is uti-
lized to improve population diversity while reducing the running time. Experimental results
confirm the superiority of ID-DGA in terms of solution accuracy, convergence speed, and
the effectiveness of all the proposed components.

Keywords Evolutionary computation · Data privacy and utility · Data publishing ·
Distributed algorithm

1 Introduction

In the present era, data assumes a critical role in the daily lives of individuals [1–6]. The dis-
semination and utilization of data [7–13] have created enormous opportunities for decision-
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making and knowledge exploration [5, 14–23]. For instance, in 2006, Netflix released
a dataset comprising 100 million movie ratings to enhance its recommendation system’s per-
formance [24]. However, despite the significant advantages of data publication, concerns on
data privacy preservation [25–31]. Consequently, privacy-preserving data publishing (PPDP)
has emerged as a critical area of research,which aims to create an anonymous dataset that safe-
guards privacy while maintaining optimal data utility levels. This objective can be achieved
through various privacy-preserving techniques such as data anonymization, generalization,
and perturbation.

When it comes to PPDP, twomain categories of approaches exist: decreasing the precision
of the original dataset, and data perturbation [16]. In the first category, a well-known approach
was introduced in [32] that uses a binary search on the generalization lattice to identify the
anonymization solution. Kohlmayer et al. [33] presented a comprehensive framework for
optimal anonymization, which enabled the Flash algorithm to find the optimal anonymiza-
tion solution by searching the path in the lattice. An algorithm proposed in [34] optimized
the anonymization solution in an identical generalization hierarchy, which is useful for pro-
tecting data privacy in the general Internet of Things (IoT) environment. However, existing
works mostly focus on single anonymization operations (such as attribute generalization
or record suppression), which may not be effective from the perspective of information
release. Therefore, it is worth considering combining multiple anonymization operations
when optimizing the anonymization solution. Moreover, existing works mostly adopt graph
search-based strategies to optimize the anonymization solution, but these approaches may
lose their effectiveness when the search space of the PPDP problem becomes complex.
Ge et al. [35] formulated the multi-objective data publishing problem and proposed a dis-
tributed cooperative coevolution evolutionary framework to achieve efficient optimization.
In the second category, differential privacy represents one of the typical approaches that
ensure no significant difference in query results when inserting one record [36, 37]. These
approaches are effective in addressing data privacy requirements in queries. However, they
are not suitable for scenarios requiring data transparency and truthfulness.

The genetic algorithm (GA), as discussed in previous research [38–40], is an algorith-
mic approach that involves a stochastic search mechanism based on the principles of natural
competition and selection [41–43]. By utilizing a population model, GA is able to main-
tain a diverse search direction and facilitate the production of high-quality solutions. The
widespread use of GA in various optimization problems [44–47] can be attributed to its
advantages in high search efficiency and robustness.

This paper presents the information-driven distributed genetic algorithm (ID-DGA). The
proposed algorithm optimizes anonymization solutions using a combination of attribute
generalization and record suppression techniques. ID-DGA is designed based on a dis-
tributed population model to improve population diversity. Besides, ID-DGA incorporates a
specifically designed information-driven crossover operator that facilitates the exchange of
information between anonymization solutions and promotes information release. In addition,
ID-DGA employs an information-driven mutation operator to enhance population diversity
and information release. Furthermore, the proposed information-driven improvement opera-
tor helps adaptively refine the anonymization solutions. Finally, a two-dimensional selection
operator is introduced to enhance individual competitiveness and population quality.

The paper is structured as follows. Section 2 provides an overviewof the relatedwork in the
field of PPDP. Section 3 formally defines the PPDP problem. Section 4 presents the proposed
ID-DGA in detail. Sections 5 and 6 outline the experimental setup used in this study and
present an analysis of the experimental results. Finally, Section 7 offers concluding remarks
to wrap up the paper.
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2 Related work

In [16], a survey regarding PPDP was presented. In this survey, the related techniques of
PPDP were systematically summarized. These techniques were designed according to four
attack models, i.e., record linkage, attributed linkage, table linkage, and probabilistic attack.
Moreover, the anonymization operations and information metrics were introduced. The pre-
vious privacy models can be divided into two categories in terms of mechanism. The first
category is based on decreasing the precision of the original dataset to achieve the given
specific privacy criteria, including k-anonymity, l-diversity, and t-closeness. The second cat-
egory is designed based on perturbation to guarantee that no significant difference is shown
in the query results when inserting one record.

For the first category, various approaches have been proposed. One of the most important
approaches was proposed in [32], where a binary search was performed on the generaliza-
tion lattice for the solution. Afterward, the optimal k-anonymity problem was proven to be
an NP-hard problem [48]. In [49], an algorithm named Incognito performs a bottom-up,
breadth-first search of the generalization lattice. In [50], an algorithm named optimal lattice
anonymization was proposed. In this algorithm, the generalization lattice was divided into
several sub-lattices, and the optimal solution was found by searching within each sub-lattice.
In [33], a generic framework for optimal k-anonymity was presented. Based on the proposed
framework, an algorithm named Flash was developed to perform the search for the opti-
mal node in the lattice on each built path. In [51], the authors presented an algorithm for
k-anonymization of time-varying datasets. Based on micro-aggregation, such an algorithm
can support adding, deleting, and updating records while keeping its k-anonymity prop-
erty. Authors in [52] tackled the semantic attack in trajectory data publishing. An algorithm
providing privacy protection against semantic and re-identification attacks was proposed.
In [34], a special case of dataset called identical generalization hierarchy was considered,
whose solution is effective to address the general IoT data privacy protection. Accordingly,
an algorithm for the globally optimized k-anonymity solution was designed.

For the second category, differential privacy [36, 37] was proposed. Differential privacy
focuses on data privacy in queries. In differential privacy, any two datasets with a one-record
difference should answer similar results to the same query. In [53], a variant of differential pri-
vacy named local differential privacy was tackled. Accordingly, a local differentially private
high-dimension data publication algorithm was designed based on distribution estimation.
In [54], a compressed sensing mechanism was proposed for differential privacy based on the
compressed sensing framework while guaranteeing the accuracy of query results. However,
different privacy approaches are not applicable in PPDP scenarios that require data trans-
parency since the introduced noise by differential privacy approaches cannot guarantee data
truthfulness.

3 Problem definition

As the data publisher, the objective of PPDP is to transfer the original dataset D to an
anonymous T that can satisfy the given privacy requirement determined by a privacy model
and maintain its utility as high as possible.

In D, quasi-identifiers (QIDs) are attributes that could potentially identify the owners of
records in the dataset. During the anonymization, various anonymization operations such as
generalization and suppression can be utilized on QID and transfer QID to QID’ in T .
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In our definition, the k-anonymity criterion is set as the privacy model and defined as:

Definition 1 (k-anonymity) A dataset satisfies the k-anonymity requirement if each combi-
nation of QID’ attributes exists in at least k records.

Accordingly, the anonymity degree (AD) value of a k-anonymity T equals k. The objective
of PPDP is to identify the optimal anonymization and is defined as:

Definition 2 (Optimal anonymization) For T , an optimal anonymization solution can satisfy
the privacy requirement (AD(T ) ≥ k) and achieves the highest utility degree.

The utility of T is calculated according to its transparency degree (TD) [16]:

TD(T ) =
∑

r∈T
TD(r) (1)

TD(r) =
∑

vg∈r
TD(vg) (2)

where r indicates the record in T ; vg is the generalized value in record r . TD value of vg is
calculated as:

TD(vg) = 1∣∣vg
∣∣ (3)

where
∣∣vg

∣∣ is the number of domain values that are descendants of vg .

4 ID-DGA

This section presents an overview of the proposed ID-DGA. Firstly, we present the distributed
population model utilized in ID-DGA. Afterward, we discuss the representation of individ-
uals in ID-DGA (Figure 1). Subsequently, the information-driven crossover, mutation, and
improvement strategies employed by ID-DGA are illustrated in detail. Additionally, we intro-
duce the two-dimensional selection operator utilized in ID-DGA. Finally, the entire procedure
of ID-DGA is illustrated to provide a comprehensive understanding of the algorithm.

4.1 Distributed populationmodel

In the distributed population model, the entire population of ID-DGA is divided into several
sub-populations, and each sub-population evolves independently. All the sub-populations

Figure 1 Illustration of
representation in ID-DGA, where
a sample dataset containing three
QID attributes and four records is
given

QID1 QID2 QID3

1 2 5R1 1 2 5R1

2 4 3R2 2 4 3R2

4 2 1R3 4 2 1R3

3 6 4R4 3 6 4R4

G 2 1 3G 2 1 3
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0

1

1

1

S

0

1

1

1
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Figure 2 An example of the distributed population model in ID-DGA

communicate according to the predefined topology. With the help of the communication
topology, sub-populations share their elite individuals with a given interval, which is referred
to as the migration operator. Once one sub-population receives the migrated elite individuals,
individuals in the current generation are randomly selected and replaced.

In our proposed ID-DGA, the distributed population model utilizes a ring communica-
tion topology. An example of the distributed population model is given in Figure 2. As
shown in the example, each big circle indicates a sub-population. In the big circles, small
triangles and circles represent the best individuals and the other sub-population individuals.
The best individuals in sub-populations are sent to the neighborhood sub-populations on the
communication topology with the predefined migration interval. Afterward, one individual
in each sub-population is chosen by random and replaced by the received elite individual.

By dividing the entire population of the ID-DGA into several sub-populations with inde-
pendent evolution, the distributed population model can help the ID-DGA improve the
population diversity. By migrating elite individuals in the sub-populations, the island model
can enhance the ID-DGA’s population quality. If the migration operator is appropriately exe-
cuted, the ID-DGAcan achieve the trade-off between exploration and exploitation.Moreover,
since each sub-population evolves independently, the island model can be directly imple-
mented in a distributed manner, which is crucial for speedup in evolution.

4.2 Representation

Figure 1 depicts a sample dataset and its anonymization solution. The dataset consists of four
records and three quasi-identifier (QID) attributes. The anonymization solution comprises
two vectors: a vector for attribute generalization denoted by “G” and a vector for record
suppression denoted by “S”. In vector G, each QID attribute is generalized based on its level,
while in vector S, each record is suppressed based on its corresponding value. Specifically,
a value of “0” indicates that the record is removed, whereas a value of “1” indicates that the
record is retained.

In ID-DGA, an individual represents an anonymization solution, which includes two
vectors – vector G and vector S. The length of vector G corresponds to the number of QID
attributes, while the length of vector S corresponds to the number of records. Throughout the
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update process of individuals in ID-DGA, the competitiveness of anonymization solutions is
enhanced.

4.3 Information-driven crossover

The information-driven crossover operator involves the use of two distinct strategies. During
the exchange of information between two individuals, the vectors G and S are subjected to
separate information exchange strategies. The exchange process for vectorGentails randomly
selecting one of two possible values for each bit of the offspring, based on the corresponding
bit in the parent individuals. On the other hand, vector S is subjected toORgate rules, whereby
each bit of the offspring takes the value of one if at least one of the corresponding bits in the
parent individuals is one, and zero otherwise. It is worth noting that these strategies operate
independently of each other, and they are specifically tailored to enhance the exchange of
information between the parent individuals.

Figure 3 provides an illustrative example of the crossover operator, which involves two
individuals containing two G vectors (G1 and G2) and two S vectors (S1 and S2). The
crossover operator is executed separately on each vector, and this results in the generation
of two offspring vectors (G1×2 and S1×2). During the crossover process for vector G1×2,
the value of each bit is randomly selected from the corresponding bits in G1 and G2. For
instance, the value of the first bit in G1×2 is chosen from G1 (i.e., 2) and G2 (i.e., 1), and then
randomly selected from G1. Similarly, the values of the second and third bits in G1×2 are
chosen from G1 and G2, respectively. In the same vein, the crossover process for vector S1×2

involves the application of OR gate rules, where each bit of the offspring vector takes the
value of one if at least one of the corresponding bits in the parent individuals is one, and zero
otherwise. For example, the values of the first, second, and third bits in S1×2 are all one, as a
calculation result of the values in S1 and S2. Conversely, the value of the fourth bit in S1×2

is zero, since both values in S1 and S2 are zero. It is worth noting that the crossover process
for the G and S vectors is independent and optimized to facilitate the efficient exchange of
information between the parent individuals.

Our proposed information-driven crossover operator facilitates the exchange of informa-
tion between parent individuals. This operator randomly exchanges the values of two G

G1

S1

2 1 3

0 1 1 0

G1

S1

2 1 3

0 1 1 0

G2

S2

1 2 2

1 1 0 0

G2

S2

1 2 2

1 1 0 0

G1×2

S1×2

2 1 2

1 1 1 0

Figure 3 Illustration of information-driven crossover operator, in which the information in two anonymization
solutions is exchanged
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vectors, leading to a mixture of generalization levels in the resulting anonymization solu-
tions. If the parent individuals meet the privacy preservation requirement, it is likely that
their offspring solution will also satisfy the same requirement. For two S vectors, their values
are accumulated. As long as one record in one anonymization solution is released, the corre-
sponding record in the offspring anonymization solution is released. Thus, more information
is released in the offspring anonymization solution.

4.4 Information-drivenmutation

The information-driven mutation operator handles vectors G and S independently. In the
vector G, a single bit is randomly selected using the predefined mutation rate, MR, and its
value is then initialized within the boundary of its generalization. On the other hand, vector S
undergoes a similar mutation process, where a random bit is selected, and its value is changed
to one using the same mutation rate, MR. This change in value results in the release of the
corresponding record.

Figure 4 provides an illustration of themutation operator in action. Specifically, themutant
versions of vectors G1 and S1 are denoted as G1∗ and S1∗, respectively. In the case of G1, a
random selection is made for its third bit. The value of this bit is then changed from three
to two, thereby altering the generalization level of the corresponding QID attribute. As for
S1, the mutation process involves randomly selecting its fourth bit and changing its value
from zero to one. Consequently, the fourth record in the mutated anonymization solution is
disclosed.

Upon executing the proposed mutation operator, the anonymization solutions are adjusted
in a random manner. Vector G undergoes changes in the generalization levels of randomly
selected QID attributes. This process may lead to the creation of an anonymization solution
that attains a higher degree of anonymity or transparency. In vector S, the records in the
randomly chosen positions are released. It is likely to generate an anonymization solution
that can achieve a higher transparency degree while satisfying the privacy requirement.

4.5 Information-driven improvement

The information-driven improvement operator is utilized to adaptively refine the child indi-
vidual. More specifically, for each individual I whose AD value cannot satisfy the privacy
preservation requirement, the information-driven improvement operator is utilized to improve

Figure 4 Illustration of
information-driven mutation
operator, in which two vectors in
the solution are adjusted
separately

G1

S1

2 1 3

0 1 1 0

G1

S1

2 1 3

0 1 1 0

G1*

S1*

2 1 2

0 1 1 1
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its competitiveness. In I , the AD value of each record is calculated. Afterward, all the records
with the lowest AD value are selected and the corresponding values in vector S are set as 0,
meaning that these records are removed in the improved anonymization solution.

The proposed information-driven improvement operator is efficient in improving the AD
values of individuals. At the beginning of the evolution, such an improvement operator
is effective in improving the ratio of individuals that can satisfy the privacy preservation
requirement. Afterward, such an improvement operator is helpful in transferring the ineligible
individuals with high TD values to be eligible.

4.6 Two-dimension selection

In evaluating the quality of anonymization solutions, two indicators, namely AD and TD,
are employed. The optimal anonymization solution, as per the problem definition, is one
that achieves the highest TD while also satisfying the requirement stipulated by AD. The
prioritization of these two indicators should vary depending on the specific situation. To this
end, three rules have been formulated.

1. If neither of two individuals satisfies the privacy preservation requirement, the individual
with a higher AD value is considered more competitive.

2. If only one individual satisfies the privacy preservation requirement, that individual is
deemed more competitive.

3. If both individuals satisfy the privacy preservation requirement, the individual with a
higher TD value is considered better.

Figure 5 displays three pairs of individuals, each evaluated based on the three comparison
rules. In every pair, the individual represented by a circle is deemed more competitive than
the one represented by a triangle. The first rule is applied in the first pair. Although neither
individual can satisfy the privacy protection requirement, the circle individual has a higher
AD value. Therefore, the circle individual is deemed more competitive. In the second pair,
the circle individual is superior as it fulfills the privacy protection requirement. Finally, in
the third pair, both individuals can satisfy the privacy protection requirement, but the circle
individual still prevails due to its higher TD value.

Such a two-dimension selection operator can effectively improve the population quality
in ID-DGA. When no individual in the population can reach the privacy protection require-
ment, the individuals with higher privacy degrees are kept in the population. Thus, the entire

Figure 5 Illustration of
two-dimension operator, where
three pairs of solutions are
compared according to three
defined rules

TD

AD

2
3

1
2

3

1

k
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Algorithm 1 Pseudo-code of ID-DGA.
1: procedure Master node
2: Set initial generation g = 0
3: Divide the population into NSP sub-populations
4: while terminal condition is not met do
5: g = g + 1
6: if g % MI = 0 then � with the predefined migration interval
7: Receive elite individuals from slave nodes
8: Send the elite individuals to corresponding slave nodes
9: end if
10: end while
11: Output the best anonymization solution
12: end procedure
13:
14: procedure Slave node
15: for every generation do
16: for each pair of parent individuals do
17: Perform the information-driven crossover operator
18: Perform the information-driven mutation operator
19: Perform the information-driven improvement operator
20: Evaluate the child individual by two-dimension selection
21: if the child individual is better than any of the parent individuals then
22: Replace one of the parent individuals with the child individual
23: end if
24: if the child individual is better than the existing best individual then
25: Replace the best individual with the child individual
26: end if
27: end for
28: if g % MI = 0 then � with the predefined migration interval
29: Send the best individual to the master node
30: Receive the elite individual from the master node
31: Use the migrated individual to replace a randomly chosen individual
32: end if
33: end for
34: Send the best solution to the master node
35: end procedure

population can approach the privacy protection requirement during the update. When part of
the individuals in the population can reach the privacy protection requirement, these individ-
uals are kept in the population. Finally, when most of the population can reach the privacy
protection requirement, the individuals with higher TD values are kept in the population
to improve the population quality. The implementation of this two-dimensional selection
operator is therefore an effective approach to improving population quality in ID-DGA.

4.7 Overall procedure

The entire procedure of the ID-DGA is described in Algorithm 1. As shown in the pseudo-
code, a master-slave model is utilized to implement the ID-DGA. At the master node, the
generation index g is set as zero. Then the entire population is divided into NSP sub-
populations and sent to the corresponding NSP slave nodes. With the predefined migration
interval MI , the master node receives the elite individuals from all the slave nodes. Then it
sends these elite individuals to the corresponding slave nodes according to the ring topology.
The migration process is executed until the terminal condition is satisfied. Finally, the best
anonymization solution to the given dataset is outputted.
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At the slave node, each sub-population evolves independently. During the evolution, in
each generation, for each pair of parent individuals, the information-driven crossover operator
is executed to exchange the anonymization information in parent individuals and generate the
child individual. Afterward, the information-driven mutation operator is carried out on the
child individual to improve the population diversity. After themutation operator, if themutant
individual cannot satisfy the privacy preservation requirement, the mutant child individual is
adjusted by the information-driven improvement operator. Subsequently, the child individual
is evaluated and compared with the parent individuals by the selection operator. If the child
individual is better than any parent individual, one of the parent individuals will be replaced.
Otherwise, the mutant child individual will not be kept in the population. Then, the migration
operator is carried out with the predefined mutation interval MI . Each slave node sends
the best individual to the master node and receives one elite individual from the master
node. Afterward, one randomly chosen individual in the sub-population that is not the best
individual will be replaced by the received migrated individual. Finally, the best individual
is returned to the master node.

5 Experimental setup

This section illustrates the test instances, parameters settings, and algorithm implementation
in the following experiments.

5.1 Test instances

In the subsequent experimental studies, 16 test instances are utilized to investigate the per-
formance of the proposed ID-DGA. These test instances are generated based on the public

Table 1 Properties of 16 test
instances

Test instances nA nQI D nR

T1 16 8 200

T2 16 8 200

T3 16 8 400

T4 16 8 400

T5 18 10 200

T6 18 10 200

T7 18 10 400

T8 18 10 400

T9 20 12 200

T10 20 12 200

T11 20 12 400

T12 20 12 400

T13 22 14 200

T14 22 14 200

T15 22 14 400

T16 22 14 400
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datasets released by the New York State Department of Health1. Table 1 outlines the prop-
erties of these test instances, including the number of attributes nA, the number of QID
attributes nQI D, and the number of records nR. In addition, in each test instance, the pri-
vacy requirement of anonymity degree k is set as 2.

5.2 Parameter settings

In the proposed ID-DGA, population size N is set as 40 and number of sub-populations
NSP is set as 4; mutation rate MR is set as 0.1; migration interval MI is set as 5. For all the
algorithms, the maximum fitness evaluation number is set as nQI D × nR.

5.3 Algorithm implementation

ID-DGAand all the compared algorithms in this paper are implemented inC++andperformed
on a local compute node (OS: Ubuntu 16.04; CPU: 16-Core Intel i9-12900K; Memory:
16GB).

6 Experimental result

In this section, we verify the advantages of the proposed ID-DGA by comparing it with
the baseline algorithm GA, a competitive optimal anonymization algorithm Flash, and an
information-driven genetic algorithm (ID-GA).Moreover, the effect of all the proposed oper-
ators is investigated.

6.1 Comparison with existing approaches

To verify the effectiveness of the proposed ID-DGA algorithm, four existing algorithms,
i.e., GA [38], DE [55], Flash [33], and ID-GA [56] are utilized for comparison. These three
algorithms are listed as follows:
1. GA [38]: This algorithm acts as a baseline algorithm in the comparison. When compared

with the proposed ID-DGA, the effect of our designed operators in ID-DGA is confirmed.
2. DE [55]: In this algorithm, each privacy-preserving solution is represented by an indi-

vidual of differential evolution (DE), and the competitiveness of the solution is improved
through the mutation, crossover, and selection operators.

3. Flash [33]: In this paper, a generic framework for globally-optimal k-anonymity was
presented. Furthermore, an algorithm based on a binary search was proposed based on
the proposed framework.

4. ID-GA [56]: In this paper, an information-driven genetic algorithm was designed to
achieve the optimal anonymization based on attribute generalization and record suppres-
sion.

In Table 2, the mean and standard deviation values of TD over 25 independent runs are
presented, and the best results are highlighted in boldface. Overall, our proposed ID-DGA
can outperform the compared existing algorithms on all the 16 test instances. Compared with
GA, the advantages of ID-DGA in information exchange is verified. With the help of the pro-
posed information-driven crossover, mutation and improvement operators, individuals can

1 https://health.data.ny.gov/Health/Hospital-Inpatient-Discharges-SPARCS-De-Identified/82xm-y6g8

123

Page 11 of 21 1

https://health.data.ny.gov/Health/Hospital-Inpatient-Discharges-SPARCS-De-Identified/82xm-y6g8


World Wide Web (2024) 27:1

Ta
bl
e
2

C
om

pa
ri
so
n
w
ith

ex
is
tin

g
ap
pr
oa
ch
es

Te
st
in
st
an
ce
s

G
A

D
E

FL
A
SH

ID
-G

A
ID

-D
G
A

A
vg

St
d

A
vg

St
d

R
es
ul
t

A
vg

St
d

A
vg

St
d

T 1
1.
22
E
+
02

5.
36
E
+
01

9.
08
E
+
01

3.
30
E
+
01

3.
36
E
+
02

7.
08
E
+
02

9.
56
E
+
01

8.
34

E
+0

2
†

4.
48

E
+
01

T 2
8.
97
E
+
01

7.
78
E
+
01

1.
00
E
+
02

3.
70
E
+
01

3.
39
E
+
02

5.
33
E
+
02

4.
34
E
+
01

6.
20

E
+0

2
†

2.
76

E
+
01

T 3
3.
21
E
+
02

6.
54
E
+
01

1.
12
E
+
03

2.
13
E
+
02

8.
78
E
+
02

1.
42
E
+
03

1.
01
E
+
02

1.
53

E
+0

3
†

1.
47

E
+
01

T 4
3.
08
E
+
02

8.
22
E
+
01

9.
09
E
+
02

3.
52
E
+
02

8.
47
E
+
02

1.
22
E
+
03

9.
41
E
+
01

1.
31

E
+0

3
†

1.
15

E
+
01

T 5
8.
43
E
+
01

9.
10
E
+
01

1.
33
E
+
02

6.
52
E
+
01

5.
11
E
+
02

7.
08
E
+
02

8.
87
E
+
01

8.
76

E
+0

2
†

6.
27

E
+
01

T 6
1.
03
E
+
02

1.
02
E
+
02

1.
10
E
+
02

6.
24
E
+
01

5.
14
E
+
02

6.
43
E
+
02

7.
66
E
+
01

7.
48

E
+0

2
†

5.
34

E
+
01

T 7
3.
41
E
+
02

1.
67
E
+
02

9.
25
E
+
02

2.
93
E
+
02

1.
12
E
+
03

1.
62
E
+
03

8.
60
E
+
01

1.
69

E
+0

3
†

5.
77

E
+
01

T 8
4.
23
E
+
02

1.
42
E
+
02

8.
10
E
+
02

2.
69
E
+
02

1.
12
E
+
03

1.
33
E
+
03

1.
25
E
+
02

1.
55

E
+0

3
†

5.
72

E
+
01

T 9
6.
91
E
+
01

1.
15
E
+
02

5.
47
E
+
01

6.
10
E
+
01

4.
77
E
+
02

6.
55
E
+
02

1.
05
E
+
02

9.
04

E
+0

2
†

8.
70

E
+
01

T 1
0

3.
99
E
+
01

9.
40
E
+
01

3.
09
E
+
01

5.
57
E
+
01

5.
20
E
+
02

5.
85
E
+
02

1.
28
E
+
02

7.
65

E
+0

2
†

7.
11

E
+
01

T 1
1

2.
33
E
+
02

2.
12
E
+
02

7.
11
E
+
02

1.
71
E
+
02

1.
21
E
+
03

1.
49
E
+
03

1.
08
E
+
02

1.
71

E
+0

3
†

5.
06

E
+
01

T 1
2

1.
74
E
+
02

2.
20
E
+
02

6.
67
E
+
02

3.
02
E
+
02

1.
01
E
+
03

1.
30
E
+
03

1.
61
E
+
02

1.
63

E
+0

3
†

7.
00

E
+
01

T 1
3

1.
06
E
+
01

5.
20
E
+
01

1.
28
E
+
01

4.
41
E
+
01

6.
83
E
+
02

7.
45
E
+
02

7.
18
E
+
01

9.
63

E
+0

2
†

6.
13

E
+
01

T 1
4

3.
19
E
+
01

8.
66
E
+
01

1.
94
E
+
01

7.
17
E
+
01

6.
80
E
+
02

6.
67
E
+
02

8.
03
E
+
01

8.
88

E
+0

2
†

4.
96

E
+
01

T 1
5

2.
06
E
+
02

3.
04
E
+
02

8.
80
E
+
02

2.
80
E
+
02

1.
18
E
+
03

1.
71
E
+
03

1.
87
E
+
02

2.
04

E
+0

3
†

5.
88

E
+
01

T 1
6

1.
64
E
+
02

2.
97
E
+
02

6.
40
E
+
02

2.
64
E
+
02

1.
18
E
+
03

1.
57
E
+
03

2.
24
E
+
02

2.
05

E
+0

3
†

5.
21

E
+
01

123

1 Page 12 of 21



World Wide Web (2024) 27:1

effectively identify solutions that can achieve higher TD values while reaching the require-
ment of privacy preservation. Compared with DE, the advantage of our proposed ID-DGA
in the discrete-domain optimization is verified. Since the privacy-preserving solutions are in
the discrete domain, the crossover and mutation operators in ID-DGA outperform the corre-
sponding operators in DE since they can achieve higher efficiency in information exchange in
the discrete domain. Besides, ID-DGA is more likely to produce eligible privacy-preserving
solutions. Compared with Flash, the advantage of ID-DGA in search efficiency is verified.
With the increase of attribute numbers, the complexity of such an optimization problem
promptly increases. In this situation, the individuals in ID-DGA are more likely to maintain
diversity and identify more competitive solutions. Compared with ID-GA, the advantage of
the distributed framework in population diversity preservation is verified. Thus, ID-DGA
achieves a better balance between exploration and exploitation.

Moreover, to investigate the advantage of ID-DGA in a statistical sense, the Wilcoxon
rank-sum test with a 0.05 level is utilized. In Table 2, the symbol † shows that the cor-
responding result is significantly better than the compared results. Overall, ID-DGA can
obtain significantly best results in all the 16 test instances.

In Figure 6, the convergence curves of ID-DGA and two compared existing algorithms are
plotted. In this figure, four algorithms are indicated by four symbols with different colors. For
each point, the value on the horizontal axis represents the number of fitness evaluations, and
the vertical axis represents the value of TD. Compared with GA, the advantage of ID-DGA in
search efficiency is verified. Due to the proposed information-driven crossover, mutation and
improvement operators, ID-DGA can achieve a higher convergence speed during the entire
process. ID-DGA has an advantage in discrete-domain optimization and eligible solution
identification compared to DE. At the beginning of the search, ID-DGA outperforms DE
due to its advantages in population diversity provided by the multi-population model and
efficiency in identifying eligible discrete solutions. Afterward, the advantage of ID-DGA in
solution refinement is verified, achieving ahigher convergence speed thanDE.Comparedwith
Flash, ID-DGA shows its advantage in population diversity and continuous search ability.

Figure 6 Convergence curves of ID-DGA and compared algorithms on six typical test instances

123

Page 13 of 21 1



World Wide Web (2024) 27:1

Although the heuristic strategy in Flash can achieve quick convergence at the beginning of
the optimization, it is then trapped by the local optima due to the limitation of population
diversity. Compared with ID-GA, ID-DGA can achieve a higher convergence speed since the
distributed population model of ID-DGA helps improve the population diversity. Overall,
our proposed ID-DGA can achieve the highest convergence speed during the entire process
in all six typical test instances.

Moreover, in Table 3, we compare the query precision produced by the existing approaches
and our proposed ID-DGA. According to Table 3, we can see that in all the test instances,
ID-DGA can achieve the highest query precision. The query precision depends on both the
completeness of records and attributes. Since these two factors have been considered in the
optimized TD metric, it is reasonable that ID-DGA outperforms the existing approaches.

6.2 Impact of the proposed operators

In this section, we investigate the impact of the proposed operators by comparing ID-DGA
with three variants. These three variants are described as follows:

1. without-framework: In this variant, the distributed population model is removed from
ID-DGA. Accordingly, a single population is utilized.

2. without-mutation: In this variant, the information-driven mutation operator is replaced
by the traditional mutation operator in GA.

3. without-improvement: In this variant, the information-driven improvement operator is
removed from the complete ID-DGA.

In Table 4, the average and standard deviation values of TD over 25 independent runs
are calculated and listed. The best results in these test instances are marked in boldface.
Overall, the original ID-DGA can outperform the compared three variants on all 16 test

Table 3 Comparison with
existing approaches on query
precision (%)

Test instances GA DE FLASH ID-GA ID-DGA

T1 8.24 5.83 21 45.32 53.28

T2 8.45 6.61 21.19 34.54 39.86

T3 10 34.69 27.44 43.28 46.7

T4 9.84 28.13 26.46 38.67 41.18

T5 8.82 6.5 25.55 34.93 42.86

T6 9.8 6.26 25.7 30.07 34.84

T7 10.11 23.02 28.05 40.07 42.24

T8 11.14 21 28.05 32.4 38.66

T9 9.97 5.72 19.86 27.65 38.07

T10 9.41 10.56 21.68 24.62 32.07

T11 8.52 14.44 25.2 30.95 35.86

T12 8.67 14.06 21.03 27.31 33.73

T13 11.78 7.54 24.39 26.33 34.2

T14 11.54 7.58 24.27 23.99 32.4

T15 11.65 14.76 21.15 30.65 35.26

T16 11.49 11.76 21.15 27.23 36.59

123

1 Page 14 of 21



World Wide Web (2024) 27:1

Ta
bl
e
4

Im
pa
ct
of

th
e
pr
op

os
ed

op
er
at
or
s

W
ith

ou
t-
fr
am

ew
or
k

W
ith

ou
t-
m
ut
at
io
n

W
ith

ou
t-
im

pr
ov
em

en
t

ID
-D

G
A

A
vg

St
d

A
vg

St
d

A
vg

St
d

A
vg

St
d

T 1
7.
06
E
+
02

6.
92
E
+
01

7.
33
E
+
02

8.
67
E
+
01

4.
09
E
+
02

5.
25
E
+
01

8.
34

E
+0

2
†

4.
48

E
+
01

T 2
5.
05
E
+
02

5.
57
E
+
01

5.
39
E
+
02

7.
01
E
+
01

4.
08
E
+
02

4.
57
E
+
01

6.
20

E
+0

2
†

2.
76

E
+
01

T 3
1.
47
E
+
03

9.
05
E
+
01

1.
25
E
+
03

1.
69
E
+
02

8.
79
E
+
02

6.
62
E
+
01

1.
53

E
+0

3
†

1.
47

E
+
01

T 4
1.
23
E
+
03

8.
13
E
+
01

1.
04
E
+
03

1.
33
E
+
02

8.
43
E
+
02

3.
61
E
+
01

1.
31

E
+0

3
†

1.
15

E
+
01

T 5
7.
42
E
+
02

7.
24
E
+
01

6.
81
E
+
02

1.
02
E
+
02

5.
17
E
+
02

4.
69
E
+
01

8.
76

E
+0

2
†

6.
27

E
+
01

T 6
6.
37
E
+
02

5.
36
E
+
01

6.
02
E
+
02

7.
84
E
+
01

5.
33
E
+
02

4.
04
E
+
01

7.
48

E
+0

2
†

5.
34

E
+
01

T 7
1.
62
E
+
03

8.
00
E
+
01

1.
26
E
+
03

1.
75
E
+
02

1.
15
E
+
03

4.
27
E
+
01

1.
69

E
+0

3
†

5.
77

E
+
01

T 8
1.
40
E
+
03

1.
12
E
+
02

1.
04
E
+
03

1.
37
E
+
02

1.
18
E
+
03

5.
62
E
+
01

1.
55

E
+0

3
†

5.
72

E
+
01

T 9
7.
13
E
+
02

1.
06
E
+
02

5.
62
E
+
02

1.
02
E
+
02

5.
77
E
+
02

4.
53
E
+
01

9.
04

E
+0

2
†

8.
70

E
+
01

T 1
0

6.
17
E
+
02

6.
88
E
+
01

4.
77
E
+
02

8.
13
E
+
01

6.
06
E
+
02

4.
74
E
+
01

7.
65

E
+0

2
†

7.
11

E
+
01

T 1
1

1.
59
E
+
03

8.
69
E
+
01

1.
00
E
+
03

1.
73
E
+
02

1.
31
E
+
03

1.
10
E
+
02

1.
71

E
+0

3
†

5.
06

E
+
01

T 1
2

1.
50
E
+
03

1.
07
E
+
02

7.
33
E
+
02

1.
89
E
+
02

1.
24
E
+
03

5.
50
E
+
01

1.
63

E
+0

3
†

7.
00

E
+
01

T 1
3

8.
37
E
+
02

6.
53
E
+
01

6.
15
E
+
02

7.
24
E
+
01

7.
62
E
+
02

5.
64
E
+
01

9.
63

E
+0

2
†

6.
13

E
+
01

T 1
4

7.
54
E
+
02

5.
35
E
+
01

4.
88
E
+
02

1.
08
E
+
02

7.
84
E
+
02

6.
08
E
+
01

8.
88

E
+0

2
†

4.
96

E
+
01

T 1
5

1.
88
E
+
03

1.
01
E
+
02

1.
06
E
+
03

2.
30
E
+
02

1.
70
E
+
03

9.
24
E
+
01

2.
04

E
+0

3
†

5.
88

E
+
01

T 1
6

1.
89
E
+
03

1.
15
E
+
02

8.
72
E
+
02

2.
65
E
+
02

1.
60
E
+
03

9.
12
E
+
01

2.
05

E
+0

3
†

5.
21

E
+
01

123

Page 15 of 21 1



World Wide Web (2024) 27:1

instances. Compared with the without-framework variant, the advantage of the distributed
population model in the ID-DGA is confirmed, which can effectively improve the popula-
tion diversity and achieve a better balance between exploration and exploitation. Compared
with the without-mutation variant, the advantage of the proposed information-driven muta-
tion operator is verified, improving the information release while enhancing the population
diversity. Comparedwith thewithout-improvement variant, the advantage of the information-
driven improvement operator is verified, which can adaptively adjust the anonymization
solutions according to the given information and accordingly improve the competitiveness
of the anonymization solutions. The complete ID-DGA can outperform the compared three
variants since the distributed population model and three information-driven operators are
effective during the optimization.

In addition, the Wilcoxon rank-sum test with a 0.05 level is utilized. The symbol † shows
that the corresponding result is significantly better than the compared results. Overall, in all
16 test instances, the advantage of the complete ID-DGA is significant.

6.3 Speedup ratio

The speedup ratio is a significant metric in distributed algorithms as it reflects their compu-
tational efficiency. This ratio is obtained by dividing the distributed algorithm’s running time
by the sequential algorithm’s running time. A distributed algorithm that exhibits a higher
speedup ratio can achieve superior distributed computation efficiency, which is vital for pre-
serving the algorithm’s scalability. Therefore, the speedup ratio is an important indicator to
consider when evaluating the performance of a distributed algorithm.

In the proposed ID-DGA, each sub-population is allocated to a single compute core, and
each sub-population evolves independently. Thus, the number of sub-populations in ID-DGA
directly reflects its parallel granularity. ID-DGA’ running time with different numbers of sub-
populations (1, 2, 4, 8, 16) is measured. The ID-DGAwith a single sub-population is regarded
as the sequential algorithm, and the ID-DGAs with multiple sub-populations are regarded as
the distributed algorithms.

In Figure 7, the speedup ratios of ID-DGA on 16 test cases are plotted. The speedup ratios
significantly increasewhen the parallel granularities of ID-DGA increase from two to sixteen.
The speedup ratio curves in different test cases vary. This is because different test cases are of

Figure 7 Speedup ratios of ID-DGA on all test cases
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different complexity and need different evaluation time. In general, the communication time
of ID-DGA on different test cases does not have a significant difference. Thus, a test case of
higher evaluation time, such as T7 and T10, can help achieve speedup ratios. When adopted
in actual optimization problems, which contains higher complexity, the proposed ID-DGA
can further show its scalability and speed advantages.

6.4 Communication consumption analysis

In Table 5, we analyze the communication cost of our proposed ID-DGA. In Table 5, we
use four metrics, i.e., running time (RT), communication time (CT), speedup ratio (SR), and
communication ratio (CR). First, we compare the RT of ID-GA and ID-DGA. We can see a
dramatic reduction of RT compared with ID-GA. Accordingly, we can see that the SR values
of ID-DGA in all the test instances are between 2.5 and 4.0, verifying the effectiveness of
the distributed model in ID-DGA in improving its running speed. Second, we analyze the
values of CT andCR achieved by ID-DGA. The communication consumption of the proposed
ID-DGA does not exceed 10%, verifying that the communication cost of ID-DGA does not
significantly affect the speed of ID-DGA. Overall, the advantages of ID-DGA in speedup
and low communication cost are verified in this section.

7 Conclusion

This paper presents an information-driven distributed genetic algorithm to achieve opti-
mal anonymization through attribute generalization and record suppression. The proposed
algorithm introduces an information-driven crossover operator for exchanging information
between anonymization solutions, and an information-driven mutation operator to promote

Table 5 Running time
comparison between ID-GA and
ID-DGA with communication
consumption of ID-DGA

Test instances ID-GA ID-DGA
RT (ms) RT (ms) CT (ms) SR CR

T1 428.78 115.13 8.32 3.72 7.23%

T2 387.68 104.48 7.87 3.71 7.53%

T3 1666.51 455.14 24.93 3.66 5.48%

T4 1615.98 452.12 30.02 3.57 6.64%

T5 501.01 145.09 11.12 3.45 7.66%

T6 482.27 139.64 10.74 3.45 7.69%

T7 2105.26 589.76 38.1 3.57 6.46%

T8 1968.14 654.42 56.34 3.01 8.61%

T9 570.96 173.01 13.99 3.30 8.09%

T10 518.71 166.53 12.82 3.11 7.70%

T11 2361.72 788.75 57.02 2.99 7.23%

T12 2218.15 805.61 74.43 2.75 9.24%

T13 660.18 214.34 19.34 3.08 9.02%

T14 605.73 208.8 19.87 2.90 9.52%

T15 2795.77 977.04 83.84 2.86 8.58%

T16 2568.38 997.26 80.53 2.58 8.08%
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information release in mutant anonymization solutions. Furthermore, an information-driven
improvement operator has been proposed to adaptively refine anonymization solutions. To
enhance population diversity, the proposed algorithm integrates a distributed population
model. Additionally, a two-dimensional selection operator has been designed to identify
the competitiveness of different anonymization solutions. The effectiveness of all the pro-
posed components has been verified through experiments, demonstrating the superiority of
the proposed algorithm in both solution accuracy and convergence speed.
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